
 643

EVALUATING RELIABILITY OF MULTIPLE-MODEL SYSTEM IDENTIFICATION 

Suraj Ravindran, Prakash Kripakaran, Ian F.C. Smith 
IMAC, Struct. Eng. Inst., Ecole Polytechnique Fédérale de Lausanne (EPFL), Lausanne, Switzerland 

ABSTRACT: This paper builds upon previous work by providing a statistical basis for multiple-model system identifica-
tion. Multiple model system identification is useful because many models representing different sets of modeling as-
sumptions may fit the measurements. The presence of errors in modeling and measurement increases the number of 
possible models. Modeling error depends on inaccuracies in (i) the numerical model, (ii) parameter values (constants) 
and (iii) boundary conditions. On-site measurement errors are dependent on the sensor type and installation condi-
tions. Understanding errors is essential for generating the set of candidate models that predict measurement data. Pre-
vious work assumed an upper bound for absolute values of composite errors. In this paper, both modeling and meas-
urement errors are characterized as random variables that follow probability distributions. Given error distributions, a 
new method to evaluate the reliability of identification is proposed. The new method defines thresholds at each meas-
urement location. The threshold value pairs at measurement locations are dependent on the required reliability, char-
acteristics of sensors used and modeling errors. A model is classified as a candidate model if the difference between 
prediction and measurement at each location is between the designated threshold values. A timber beam simulation is 
used as example to illustrate the new methodology. Generation of candidate models using the new objective function is 
demonstrated. Results show that the proposed methodology allows engineers to statistically evaluate the performance 
of system identification.  
KEYWORDS: system identification, multiple models, error characterization, reliability, measurements, model predic-
tion. 
 
 
1 INTRODUCTION 

System identification involves determining the state of a 
system and values of system parameters through compari-
sons of predictions with observed responses (Ljung, 
1999). When applied to structural engineering, this is 
equivalent to finding the parameter values for models that 
may represent the behavior of a given structure.  
Conventional system identification strategies, such as 
model updating, use optimization methods with measured 
data to calibrate a mathematical model of a structure that 
is often based on the model used for design. Model updat-
ing in structural engineering may be performed using vi-
bration measurements or using static responses. Friswell 
and Mottershead (1995) provide a survey of model updat-
ing procedures using vibration measurements. Recent 
papers published in this area include Jaishi and Ren 
(2005), Xia and Brownjohn (2004), Brownjohn et al 
(2003) and Koh et al (2003). Compared with the amount 
of research in dynamic systems, only a few workers have 
focused on static systems. Research into model updating 
using static measurements include work by Sanayei et al 
(2005), Banan et al. (2004a, 2004b) and Sanayei et al. 
(1999). 
Although conservative design models result in safe and 
serviceable structures, they are usually not appropriate for 
interpreting measurements from structures in service 

(Smith et al., 2006). Moreover, since system identification 
is an intrinsically abductive task, there may be many 
models that fit observed measurements (Robert-Nicoud et 
al., 2005a, 2005c). A multiple model approach to system 
identification in which each model represents different 
sets of assumptions is capable of incorporating large 
numbers of modeling possibilities.  
Errors play a major role in the system identification proc-
ess. Errors from different sources may compensate each 
other such that predictions of bad models match meas-
urements (Robert-Nicoud et al., 2005a; Mahadevan and 
Rebba, 2006). Modeling and measurement errors have 
been investigated in previous research. Banan et al. 
(1994b) stated that the selection of an appropriate model 
is difficult; it is problem-dependent, and usually requires 
the intuition and judgment of an expert in modeling. For 
example, mathematical models may not be able to exactly 
capture variations in cross-sectional properties, existing 
deformations, residual stresses, stress concentrations and 
variations in connection stiffness. Sanayei et al. (1997) 
and Arya and Sanayei (1999) emphasized that errors in 
parameter estimates may arise from many sources, the 
most significant of which are measurement errors and 
modeling errors. Measurement errors can result from 
equipment as well as on-site installation faults (Sanayei et 
al., 1997). A statistical evaluation of the performance of a 
system identification methodology must account for mod-
eling and measurement errors.  



Raphael and Smith (1998) introduced the strategy of gen-
eration and iterative filtering of candidate multiple mod-
els. Robert-Nicoud et al. (2005a) adopted this strategy 
and proposed a multiple-model identification methodol-
ogy based on compositional modeling and stochastic 
global search. Stochastic search was used to generate a set 
of candidate models. The objective function for the search 
was defined to be the root-mean-square of the difference 
between measured values and model predictions (RMSE). 
When the RMSE value was less than a certain threshold 
value, the model was classified as a candidate model. The 
threshold was evaluated by assuming reasonable values 
for modeling and measurement errors through reference 
to previous studies in finite element analysis and sensor 
precision. A model involving the right set of assumptions 
and correct values of parameters has a cost function value 
that is less than or equal to this threshold when errors due 
to mathematical modeling and measurement are equal to 
estimated maximum values. A limitation of this study is 
that the threshold value is not qualitatively associated 
with the reliability of identification.  
In this paper, a novel method of evaluating candidate 
models that accounts for the reliability of identification is 
proposed. Random variables are introduced for the errors 
in modeling and measurements. A new objective function 
is introduced for the stochastic search. The new form of 
the function uses threshold values at each measurement 
location. These threshold values are determined through 
reference to the required reliability of identification and 
probability distributions of errors. These methods are il-
lustrated for a timber beam. The paper describes the 
methodology of generating candidate models, followed by 
a section that treats errors in system identification and the 
formulation of a new objective function and concludes 
with the results and suggestions for future work. 
 
 
2 METHODOLOGY 

The framework of multiple-model system identification 
research at EPFL is shown in Figure 1. At the beginning, 
modeling hypotheses lead to a number of possible models 
using measurements from the structure. The model gen-
eration module compares measurements with predictions 
to identify a set of candidate models. A stochastic global 
search algorithm called PGSL (Raphael and Smith, 
2003b) is used for optimization. A feature extraction 
module extracts characteristics of these models. 
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Figure 1. Framework of multiple-model system identification 
research at EPFL (ongoing work highlighted). 

Data mining techniques are used to cluster models (Saitta 
et al., 2005). Ongoing research includes error estimation 
for better system identification, improving the measure-
ment system design and developing appropriate engineer-
computer interaction. The highlighted areas are focal 
points of current research. 
The methodology used to generate a set of candidate 
models is illustrated in Figure 2. Users input measurement 
data and specify a set of modeling assumptions. Model 
parameters and their permitted range of values are set a 
priori. Structural models are generated by stochastic sam-
pling in a model space that consists of all combinations of 
acceptable parameter values. At each instance of model 
selection from the population of models, the structure is 
modeled as a finite element model, and its predictions are 
obtained. Responses from each model are compared with 
measurements in order to ascertain if the model is a can-
didate model. A candidate model is one that has predic-
tions congruent with measured behavior. PGSL uses an 
objective function to determine if a model is a candidate 
model. The objective function is the distance metric used 
to differentiate candidate models from other models. 
Once a sufficient number of models have been sampled, a 
set of candidate models is available for subsequent analy-
sis. 

 
Figure 2. Methodology used for generating a set of candidate 
models. 
 
This paper examines the reliability of system identifica-
tion. A reliability of 100% requires that the following 
three conditions are met: all possible models are consid-
ered in the set of models; there are sufficient measure-
ment data to filter out wrong models and; all errors are 
zero. 



Fulfilling these three conditions completely is never fea-
sible. However, for the purposes of this paper, it is as-
sumed that the first two conditions are met. Many struc-
tures can be evaluated using the assumption that through 
use of good stochastic search algorithms and high toler-
ance limits all possible models are generated. The second 
condition requires the assumption that enough measure-
ment data is available to filter out wrong models. Since a 
goal of this research is to determine systematically the 
best path to fulfillment of this condition, it is assumed that 
this goal is reached. 
Estimating the reliability of structural identification, as 
discussed in this paper, involves calculation of a threshold 
range of errors given a statistical tolerance limit. When 
the assumptions discussed above are not possible, evalua-
tions of reliability that are described in this paper provide 
upper-bound values. In the following section, errors that 
affect the reliability of identification are discussed. 
 
 
3 ERRORS IN SYSTEM IDENTIFICATION 

The following discussion is drawn from previous work at 
EPFL (Robert-Nicoud et al., 2000, 2005a, 2005c). Error 
definitions are used unchanged in this research. 
 
3.1 Modeling errors 

Modeling error ( ) is the difference between the pre-
dicted response of a given model and that of an ideal 
model that accurately represents behavior. Modeling error 
propagation is graphically depicted in Figure 3. Modeling 
error has three constituents – , , and  (Raphael 

and Smith, 2003a). The component  is the error due to 
discrepancy between the behavior of the mathematical 
model and that of the real structure. Component  is 
introduced during numerical computation of the solution 
of partial differential equations. Component  is the 
error arising from inaccurate assumptions made during 
simulation. Such a definition of modeling errors by sub-
dividing it into sources is similar to the delineation of 
errors in physical system modeling (Mahadevan and 
Rebba, 2006). 

mode

1e 2e 3e

1e

2e

3e
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Component  is further separated into two parts –  

and . The error part, , arises from assumptions 
made when using the model (typically assumptions re-
lated to boundary conditions such as support characteris-
tics and connection stiffness). The error part, , arises 
from errors in values of model parameters such as mo-
ment of inertia and Young’s modulus. While it might be 
impossible to separate the components in practice, it is 
still important to distinguish between these errors since 
the only error source that is usually recognized by tradi-
tional model calibration techniques is . 

3e 3ae

3be 3ae

3be

3be
 
 

 

1e : During creation of mathematical models of real structures 

: While representing mathematical models using numerical 
models 

: While simulating numerical models on computers 

2e

3e
Figure 3. Errors in computational mechanics simulations. 
 
3.2 Measurement errors 

Measurement error ( ) is the difference between the 
real and measured quantities in a single measurement. 
Measurement errors result from equipment as well as on-
site installation faults (Sanayei et al., 1997). In addition to 
sensor precision values reported by manufacturers, the 
stability and robustness (for example, with respect to 
temperature), and the effects of location characteristics 
(for example, connection losses) also account for meas-
urement error. While it is tempting to quantify measure-
ment error as a sum of individual sources, it is more rea-
sonable to quantify them probabilistically using sensor 
precision and on-site information obtained during sensor 
installation. 

mease

 
3.3 Previous objective function 

The model generation task requires an objective function 
that accounts for the errors to generate a set of candidate 
models. In Robert-Nicoud et al. (2005a), the objective 
function is formulated as follows. If ax  is the real value 

of a behavior quantity such as deflection, measx  is the 

measured value and cx  is the value computed using a 
model, the following relationships have been obtained for 
a single measurement. 

a meas measx x e= +

a c

      (1) 

x 1 2 3x e e e= + + +       (2) 

Model calibration procedures minimize the absolute value 
of the difference between measx  and cx . The difference 

between measx  and cx  is known as the residue . Rear-
ranging the terms in Equations 1 and 2, 

q

1 2 3meas c measq x x e e e e= − = + + −    (3) 

Thus, model calibration techniques minimize the quantity 
( 1 2 3 mease e e e+ + − ).This is equivalent to inaccurately 
assuming that this quantity is always zero. The objective 
function that is minimized during the optimization routine 
is the root-mean-square composite error (RMSE) which 
was calculated as 



RMSE = 
2

iq
n

∑
 

   (4) 

where , ,i ci i measq x x= −  = difference between the value 

measured at the ith measurement point and the predicted 
value computed using the model. Any model that gives an 
RMSE value less than a threshold value is considered to 
be a candidate model. The threshold is computed using an 
approximate estimate of modeling and measurement er-
rors. From Eqn. 3, since errors could be positive or nega-
tive 

1 2 3c meas meaq x x e e e e≤ + ≤ + + + s   (5) 
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≤q  Threshold    (6) = +est est
mod mease e

est
mode  and  are estimates of the upper bound for 

modeling errors and measurement errors respec-

tively. For quantifying threshold,  has been assumed 
to have a value of ±4% (from finite element simulations) 
and  was taken to be the precision of the sensor 
(Robert-Nicoud et al., 2005a). 

est
mease

est
mease

est
mode

est
mease

 
 
4 NEW OBJECTIVE FUNCTION 

The formulation described in the previous section for 
evaluating candidate models is improved by combining 
errors using statistical methods. Modeling error  is dif-
ficult to quantify. It is problem dependent and can be 
minimized using modeling expertise (Banan et al., 
1994b). Assuming an ideal situation, . The other 
errors can be modeled probabilistically.  

1 0e =

Consider i
measx  as the measured value at the ith measure-

ment location and  as the measurement error at that 

location. Similarly, 

i
mease

i
predx  is the predicted value at the ith 

measurement location and ( e e ) is the 
total modeling error. In the absence of errors, predictions 
from a candidate model exactly match the measurements. 
Since errors are present, this is represented in mathemati-
cal terms as,  

1 2 3d e= +i
pre e +

i i i i
meas meas pred predx e x e+ = +    (7) 

Δ = − = −i i i i i
meas pred pred measx x x e e   (8) 

Modeling error is defined by a variable  that follows 

a probability distribution with mean 
prede

predμ  and standard 

deviation predσ  and measurement error is defined by a 

variable  that follows a probability distribution with 

mean 
mease

measμ  and standard deviation measσ . Assume that 

the probability distribution for  remains the same for 
one modeling problem. However, this may depend on 

element types and in reality, for a complex structure with 
different element types, the distribution for  could be 
different at each location. Since values of measurement 
error depend on sensor type and location characteristics, 
the distribution for  changes for each measurement 
location. Many quantities of engineering interest that are 
not extreme loads generally follow the normal distribution 
(Jordan, 2005). Assuming both probability distributions to 
be Gaussian distributions, the combined error is defined 
by a variable 

prede

mease

mease

Z  with mean zμ  and standard deviation 

zσ , such that  

z pred measμ = μ μ−     (9) 

22
measpredz σσ +=σ     (10) 

Following from Eqn. (9), the threshold values for a cer-
tain reliability of identification are given by 

( )1 2
i i i i

meas predr x x r≤ − ≤    (11) 

such that 

( )1 2
i i

reqdP r Z r p≤ ≤ =     (12) 

1 μ= −zr c  and 2 μ= +zr c    (13) 

where c is the value that is determined from the required 
statistical tolerance limit, . reqdp

The function, if , is defined as 

( )
( )

1 2
2

1 1

2

2 2

0 i i

i i i i
i

i i i i

if r x r

f x r if x r

x r if x r

⎧ i≤ Δ ≤⎪
⎪= Δ − Δ <⎨
⎪
⎪ Δ − Δ >⎩

  (14) 

where superscript i refers to the ith measurement location.  

The significance of if  is that the difference between 
measurement and prediction at each measurement loca-
tion is compared with the corresponding threshold value. 
A model is a candidate model only if it satisfies condition 

0if =  at each measurement location, i.e., the difference 
is within the specified threshold for every single meas-
urement location. This requirement is encapsulated in a 
new objective function as follows  

1

0
n

ifE
n

= =∑     (15) 

The new objective function E in Equation 15 is employed 
for the case study in the next section. Equation 15 could 
be considered to be a form of the classical error function 
that is employed for curve fitting since it includes values 
of errors at each measurement location and provides a 
probabilistic basis for the reliability of candidate models. 
 
 
5 ILLUSTRATION 



Timber Beam Case Study 
Robert-Nicoud et al. (2005a) tested a timber beam in the 
laboratory using a multiple model approach (Figure 4). 
The same case study is simulated in this paper. A mathe-
matical model of the timber beam is created by discretiz-
ing it into 33 elements each of length 0.1 m. The spring 
support is modeled using two elements. Position and 
magnitude of the load and the elastic constant of the 
spring are treated as unknown variables. Minimum and 
maximum values for these variables are provided as input 
to system identification. Three sensors measurements are 
simulated. Models are randomly generated such that each 
model parameter has values within bounds specified by 
engineers. Each model in the set of candidate models has 
an equal probability of representing true structural behav-
ior. The methodology for generating candidate models is 
as outlined in Section 2.  

 
Figure 4. Schema of experimental timber beam (used in the case 
study). 
 
The input values and input ranges of unknown variables 
are shown in Table 1. Results are also analyzed using 
Principal Component Analysis (PCA). Three model pa-
rameters are used as data for PCA. These are transformed 
to the space defined by two principal components and the 
results are then clustered following Saitta et al. (2005). 

Table 1: Material properties of case study structure and ranges 
of variables used in system identification 

 
 
 
6 RESULTS 

In this study, 24000 models are randomly sampled. In 
keeping with the requirements stated earlier, it is assumed 
that all possible models are generated and that there are 
enough measurement data to filter out wrong models. One 
type of sensor is used. The values that are used to charac-
terize random variables pertaining to modeling error and 
measurement error are given in Table 2. Two cases of 
composite error having a tolerance limit of 50% and 95% 
are used. The number of models generated in each case is 
listed in Table 3. 

Table 2. Characterization of error variables used. 

 
 

Table 3. Number of candidate models obtained. 

 
 
It can be seen that higher tolerance limits have greater 
numbers of candidate models. Data mining is performed 
to extract information from the set of candidate models in 
both the cases (Saitta et al., 2005). Principal components 
are plotted in Figures 5(a) and 5(b). Figure 5(a) shows, in 
PCA space, the candidate models obtained in the case 
with 50% tolerance limits and Figure 5(b) shows that 
there are a greater number of candidate models discovered 
in the case with 95% tolerance limits. These plots support 
the postulate that insufficient tolerance limits may result 
in potentially important candidate models not being iden-
tified. The parallel line type clusters with free space be-
tween groups misleadingly point to a correlation between 
certain variables. This is due to the fact that the variable X 
takes discrete values only. 

 
Figure 5a. Clusters visualized using Principal Component 
Analysis (at tolerance limit of 50%). 
 

 
Figure 5b. Clusters visualized using Principal Component 
Analysis (at tolerance limit of 95%). 
The additional candidate models in the second case (toler-
ance limit 95%) are those that are not identified when the 

 647



tolerance limit is 50%). Results show that it is useful to 
include error characterization in the objective function in 
order to identify candidate models within model genera-
tion module (Figure 2). 
The previous objective function (Section 3.3) did not in-
clude statistical reasoning for choosing threshold values. 
Therefore, a threshold value is chosen without estimating 
the risk of losing potential candidate models. To illustrate 
this, consider Table 4, which gives the parameter values 
for the case study model and four of the candidate models 
obtained. Model 1 is a candidate model that is identified 
when the statistical tolerance limit is set to 95%. How-
ever, it was ignored when the statistical tolerance limit is 
50%. The proposed method enables the selection of a 
error threshold according to the level of confidence re-
quired in the identification process. 
Table 4. Description of four candidate models. 

 
 
Table 4 also illustrates that errors from different sources 
may compensate each other such that predictions of bad 
models match measurements. Model 1 is the right candi-
date model since it is very close to the case study struc-
ture. However, models 3 and 4 are among other candidate 
models that are identified. Depending upon the error val-
ues, either one of these models could have been adopted 
as the right model if one was to simply minimize the error 
difference. While the candidate model set includes bad 
models these can be filtered through further measure-
ments. 
 
 
7 CONCLUSIONS 

Conclusions of this research are: 
- An explicit statistical formulation of the objective 

function provides a useful basis for identifying candi-
date model sets. 

- Since various types of errors may compensate one an-
other, it is risky to accept model predictions based on 
comparisons that assume no errors. When error char-
acteristics are known, including high tolerance limits 
expands the set of candidate models. Probabilistic 
characterizations of errors ensure an estimate of the 
reliability that the candidate model set includes the 
correct model.  

Future work involves experimental error quantification 
using full scale studies. Experiments in controlled envi-
ronments are required to estimate probability density 
functions for measurement and modeling errors. Subse-
quent tasks in multiple-model system identification in-
clude data mining in order to classify them into clusters 

and engineer-computer interaction for improved knowl-
edge visualization. 
 
 
ACKNOWLEDGEMENTS 

This research is funded by the Swiss National Science 
Foundation under contract no. 200020-109257. The au-
thors would like to thank B. Raphael and Sandro Saitta 
for their contributions to this research area. 
 
 
REFERENCES 

Arya B., and Sanayei, M. “Structural Parameter Estimation 
Accuracy in the Presence of Modeling Error,” Proceedings 
of the International Conference on Applications of Statistics 
and Probability, Sydney, Australia, December 12-15, 1999 

Banan, M. R., Banan, M. R., and Hjelmstad, K. D. (1994a). 
“Parameter Estimation of Structures from Static Response. 
I. Computational Aspects,” J. Struct. Engrg., ASCE, 
120(11), pp 3243–3255  

Banan, M. R., Banan, M. R., and Hjelmstad, K. D. (1994b). 
“Parameter Estimation of Structures from Static Response. 
II. Numerical Simulation Studies.” J. Struct. Engrg., ASCE, 
120(11), pp 3256–3283  

Billington, D. (1979). Robert Maillart’s Bridges. Princeton Uni-
versity Press. 

Brownjohn, J., M., W., Moyo, P., Omenzetter, P. and Lu, Y. 
(2003). “Assessment of highway bridge upgrading by dy-
namic testing and finite-element model updating,” J. Bridge 
Engrg., 8(3), pp 162–172  

Friswell, M., I., and Mottershead, J., E. (1995). “Finite element 
model updating in structural dynamics,” Kluwer, New York 

Haldar, A. and Mahadevan, S. (2000). Probability, Reliability 
and Statistical Methods in Engineering Design. John Wiley 
& Sons, Inc. 

Jaishi, B. and Ren, W. (2005). “Structural finite element model 
updating using ambient vibration test results,” J. Struc. 
Engrg, 131(4), pp 617–628  

Jordaan, I. (2005). Decisions under Uncertainty – Probabilistic 
Analysis for Engineering Decisions. Cambridge University 
Press. 

Koh, C., G., Chen, Y., F., and Liaw, C., Y. (2003). “A hybrid 
computational strategy for identification of structural pa-
rameters,” Comput. Struct. 81, pp 107–117  

Ljung, L. (1999). System Identification – Theory for the User. 
Prentice Hall. 

Mahadevan, S. and Rebba, R. (2006). “Inclusion of Model Er-
rors in Reliability-Based Optimization,” J. of Mechanical 
Design, 128, pp 936–944 

Raphael, B. and Smith, I.F.C. (1998) "Finding the right model 
for bridge diagnosis", Artificial Intelligence in Structural 
Engineering, Computer Science, LNAI 1454, Springer, Hei-
delberg, 308-19 

Raphael, B. and Smith, I. F. C. (2003a). Fundamentals of Com-
puter-Aided Engineering. Wiley. 

Raphael, B. and Smith, I. F. C. (2003b). “A Direct Stochastic 
Algorithm for Global Search,” Journal of Applied Mathe-
matics and Computation, 146(2-3), 729–758  

Robert-Nicoud, Y., Raphael, B., Smith, I. F. C. (2005a). “Sys-
tem Identification through Model Composition and Stochas-
tic Search,” J. of Comp. Civ. Engrg., 19(3), pp 239–247  

Robert-Nicoud, Y., Raphael, B., Smith, I. F. C. (2005b). “Con-
figuration of Measurement Systems Using Shannon’s En-
tropy Function,” Computers and Structures, 83, pp 599–612  

 648



 649

Robert-Nicoud, Y., Raphael, B., Burdet, O., Smith, I. F. C. 
(2005c) “Model Identification of Bridges Using Measure-
ment Data,” Computer-Aided Civil and Infrastructure Engi-
neering, 20(2), pp 118–131  

Saitta, S., Raphael, B. and Smith, I. F. C. (2005). “Data Mining 
Techniques for Improving the Reliability of System Identifi-
cation,” Advanced Engineering Informatics, 19(4), pp 289–
298 

Sanayei, M., Bell, E., S. and Javdekar, C. N. (2005). “Bridge 
deck finite element model updating using multi-response 
NDT data,” Proceedings of the 2005 Structures Congress 
and the 2005 Forensic Engineering Symposium, April 20–24  

Sanayei, M., Imbaro, G., McClain, J. A. S., and Brown, L. C. 
(1997). “Structural Model Updating Using Experimental 
Static Measurements,” J. Struct. Engrg., ASCE, 123(6), 
792–798  

Sanayei, M., McClain, J. A. S., Wadia-Fascetti., S. and Santini, 
E. M. (1999).”Parameter Estimation Incorporating Modal 
Data and Boundary Conditions.” J. Struct. Engrg., ASCE, 
125(9), 1048–1054 

Sanayei, M., Arya, B., Santini E. M. and Wadia-Fascetti, S. 
(2001). “Significance of Modeling Error in Structural Pa-
rameter Estimation.” Special issue of the International Jour-
nal of Computer-Aided Civil and Infrastructure Engineering 
devoted to Health Monitoring of Structures, 16(1), 12–27  

Smith, I. F. C., Saitta, S., Ravindran, S. and Kripakaran, P. 
“Challenges of Data Interpretation,” Proceedings of the 
Structural Assessment Monitoring and Control Workshop 
(SAMCO), Prague, 18–19 September, 2006 

Xia, P. and Brownjohn, J., M., W. (2004). “Bridge structural 
condition assessment using systematically validated finite-
element model,” J. Bridge Engrg., 9(5), pp 418–423 



 650

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


