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ABSTRACT 
Publicly owned infrastructure forms a large portion of the existing infrastructure in Canada 
and elsewhere. Typically, asset managers must make decisions about maintenance and 
renewal alternatives based on sparse data about the current state of their infrastructure assets, 
the relative risk of failure of these assets, and the life cycle costs of proposed interventions. 
The infrastructure in any one organization can consist of a diverse set of assets ranging from 
bridges to buildings and from buried to overhead utilities. The optimal selection of proposed 
interventions across this broad spectrum of assets is also problematic, and currently it is 
performed in a subjective manner. This paper identifies a number of prioritization techniques 
that can be used to compare and rank repair and renewal projects. This research does not 
attempt to develop models to select the “correct projects” or even to identify the best decision 
model or prioritization technique; rather, it attempts to illustrate by example the results of 
specific decision-making paradigms. 
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INTRODUCTION 
Publicly owned infrastructure forms a large portion of the existing infrastructure in Canada 
and elsewhere. The value of infrastructure assets owned by Canadian governments (federal, 
provincial, regional, municipal) or para governmental agencies (universities, colleges, school 
boards, hospitals, etc.) is estimated in the trillions of dollars (Vanier and Rahman 2004) and 
the recommended annual level of investment for both maintenance and renewal (M & R) is 
in the range of 4-6% of the asset replacement value (Vanier and Rahman 2004). However, 
the current M & R spending is considerably less than the amount required to keep our 
publicly owned infrastructure in an acceptable condition (ASCE 2005). As a result, this 
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“infrastructure gap” between the available funding and the required M & R funds is growing. 
These problems, compounded by continuing infrastructure deterioration, have reached a 
point of concern for many owners and managers of these assets (TRM 2003).  

Typically, asset managers must make decisions about M & R alternatives based on sparse 
data about the ‘current state’ of their infrastructure assets, the ‘relative risk of failure’ of 
these assets (and their individual components), the “initial costs”, and ‘life cycle costs’ of 
proposed interventions. As sufficient funds do not exist to maintain or renew all deficient 
assets in any one jurisdiction, it is necessary to prioritize and select those interventions that 
come closest to meeting the organization’s prime objectives. Although it is possible to select 
the optimal M & R investment in a current year, it is very difficult to optimize the selection 
of M & R investments each year in a short or a long planning horizon (e.g. 5 or 10 years) 

The infrastructure in any one organization consists of a diverse set of assets ranging from 
bridges to buildings and from buried to overhead utilities. As a result, it is difficult to compare 
the benefits and costs of repairing or renewing these dissimilar types of assets. Infrastructure in 
such diverse asset portfolios, such as those managed by municipalities, is also in a constant 
state of flux: priorities shift, assets deteriorate, technologies evolve, portfolio size 
increases/decreases, etc. In addition, the performance indicators used to evaluate the individual 
systems can be very subjective or virtually non-existent. On top of all this, decision-makers at 
higher levels (both technical and political) must optimize their investments based on a number 
of uncertain, and at times subjective and conflicting, criteria, including: type of maintenance 
intervention, overall network performance, risk and reliability, life cycle costs, desired levels of 
service, budgetary constraints, construction costs, social costs, etc. 

The optimal selection of intervention projects across a broad spectrum of assets is 
therefore problematic, and is currently performed in practice in a subjective manner or using 
minimal decision support tools (NAMSG 2004). Different prioritization techniques can be 
selected and used, as can different ranking and rating systems. However, as illustrated in the 
following examples, the prioritization results can be conflicting and confusing. 

FRAMEWORK FOR DECISION SUPPORT SYSTEM (DSS)  
Figure 1 illustrates a proposed framework for a decision support system (DSS) for 
infrastructure management (Vanier and Lounis 2006).  

 

Life Cycle Costing
Civil 

Infrastructure 
Needs 

Service Life Prediction 

Funded Projects

Deferred Maintenance

Budgeting
Decisions

YES 

NO 

Administrative 
Requirements 

Political 
Agendae 

Decision Analysis Paradigm

(a) Asset Inventory (b) Asset Life Cycle (d) Decision-Making (e) Project Selection
⊗

⊗ ⊗ Benefit-Cost 
Analysis 

(c) Benefit-Cost Analysis

Asset Inventory 
• Roads 
• Bridges 
• Buried Utilities 
• Buildings, etc. 

Geographic Information 
System (GIS) 

Condition Assessment

Risk Assessment

Alternative Evaluation

 

Figure 1: Proposed framework for decision making (Vanier and Lounis 2006) 
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The current paper discusses different opportunities to assist in Step (b) of Figure 1 dealing 
with decisions about the asset life cycle. An illustrative example is used in this paper to 
demonstrate the different results that can be obtained from a number of innovative 
prioritization techniques as they are applied to decision-making. It involves single criterion 
techniques, as well as multiple criteria techniques including, weighted mean, multi-objective 
optimization (MOO) and weighted MOO, and fuzzy synthetic evaluation (FSE).  

ILLUSTRATIVE EXAMPLE 

SINGLE CRITERION PRIORITIZATION TECHNIQUES 
Table 1 illustrates an example in which seven projects (A to G) are to be prioritized. Age-
based, condition-based, initial cost-based, risk-based, and life cycle cost-based (LCC) 
optimization criteria for each of the hypothetical projects are presented and compared in 
Table 1, more innovative techniques will be illustrated and discussed later in the paper. These 
five criteria are those typically used in practice for project selection (NAMSG 2004). 

Table 1: Selection criteria and maintenance and renewal costs 

Project Age 
(years) 

Condition 
1 = as new
5 = failed 

Initial Cost 
($1,000) 

Risk 
1 = low 
5 = high 

Life Cycle 
Cost ($1,000)

A 50 2 190 1 16 
B 45 1 90 5 8 
C 38 5 70 3 6 
D 35 3 60 4 5 
E 32 4 60 3 5 
F 30 4 50 2 4 
G 28 3 40 2 3 

Cost ($1,000) of 
shaded cells 

280 280 280 280 280 

Typically, the ratings for each criterion are obtained from the asset management, 
computerized maintenance management system or GIS system identified in Figure 1(a). For 
example, the asset age is obtained from the date of construction or date of renewal; the 
condition is obtained from inspection or determined using deterioration models; the risk 
represents the product of the probability of failure multiplied by the consequence of failure; 
the initial cost is the required M & R cost, and the life cycle cost is the present value of the 
M & R cost and all M & R costs until the end of the asset service life (ASTM 1994).  

Prioritization is defined in this paper as the preference ranking of projects. The 
prioritization for the age-, condition-, risk-, initial cost-, and LCC-based criteria means that 
the projects having the worst scores for that criterion have the highest priority; that is, oldest 
first, worst condition first, riskiest first, lowest initial cost first, lowest LCC first.  

Further, Table 1 illustrates how each optimization criterion can individually be used to 
prioritize M & R of projects; that is, the sum of the “Initial Cost” for the highest priority 
projects in each criterion (shaded cells) equals $280,000.  
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In our example we assume that the annual maintenance budget is limited to $280,000; 
however, the total “Initial Cost” of all the projects is double that amount, or $560,000. 
Therefore, only half the projects can be selected this budget year. The projects with the 
higher priorities in each selection criterion, and still within the budget, are shaded in Table 1.  

In this contrived example, it is easy to see how single criterion prioritization can be 
conflicting. For example, age-based prioritization (this could be described as data-poor 
decision-making) selects the oldest assets: -- however, Project A has a very good condition 
rating (i.e. 2), a low risk of failure (1), and high project cost ($190,000). Using condition-
based prioritization (or reactive decision-making), Projects C through G are selected, but 
Project B is not, -- a relatively old asset with the highest risk. Table 1 clearly shows that age 
and condition-based prioritization can be diametrically opposite. The risk-based prioritization 
(i.e. risk-averse decision-making) captures high risk Project B but Project F with a very poor 
condition rating (4) is not funded. The LCC-based prioritization (i.e. minimize long term 
expenditures) is theoretically more sustainable than the others; however, similar to the initial 
cost-based prioritization (last column in Table 1: -- maximize number of projects), it does not 
capture high risk Project B and includes Project G that is relatively new, in good condition 
(3), and a moderate risk (2). 

MULTIPLE CRITERIA PRIORITIZATION TECHNIQUES 
Any number, combination, or weighting of these five criteria can be used for prioritization. 
For example, Figure 2(a) graphically displays individual rankings for the five criteria from 
Table 1. Figure 2(b) displays the results of applying equal weights to only the condition, risk 
and LCC criteria. The numbers above the project name are the sequential ranking of the 
averages of individual criterion rankings for both Figure 2(a) and (b). 

0

1

2

3

4

5

6

7

A B C D E F G

R
an

ki
ng

s

Age Condition
Risk LCC
Project Cost

5132367
0

1

2

3

4

5

6

7

A B C D E F G

Condition Risk LCC

5212267

Project Project  

Figure 2: Prioritization for (a) age, condition, risk, LCC and cost (b) condition, risk and LCC. 

ANALYTIC HIERARCHY PROCESS (AHP) FOR WEIGHT GENERATION  
The analytic hierarchy process (AHP) is a multi-criteria decision-making (MCDM) technique 
that is used to generate weights (Carlsson and Fullér 1996). AHP uses objective mathematics 
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to process the subjective and personal preferences of an individual or a group in decision-
making (ASTM 1995, Saaty 2001). AHP works on a premise that complex problems can be 
handled by structuring them into a simple and comprehensible hierarchical structure. AHP is 
performed following these three steps: 

(1) structuring of a problem into a hierarchy consisting of a goal and subordinate criteria,  

(2) establishing pairwise comparisons between elements (criteria) at each level, and  

(3) synthesizing and establishing the overall priority to rank the alternatives. 

Pairwise comparison is carried out between any two criteria at each level in the hierarchy. 
The pairwise comparisons range from 1 to 9, where “1” indicates that two criteria are equally 
important, while the other extreme “9” represents that one criterion is more important than 
the other, as shown in Table 2. Solution of the AHP hierarchical structure is obtained by 
synthesizing local and global preference weight to obtain the overall priority (Saaty 1980). 

Table 2: AHP pairwise comparison table (Saaty 1980) 

Relative 
importance Definition Explanation 

1 Equal importance Two activities contribute equally to objective 

3 Weak importance Experience and judgment slightly favour one activity over another

5 Strong importance Experience and judgment strongly favour one activity over another

7 Demonstrated 
importance One activity is strongly favoured and demonstrated in practice 

9 Extreme importance The evidence favouring one activity over another is of highest 
possible order of affirmation 

2, 4, 6, 8 Intermediate values  When compromise is needed between two adjacent judgments 

In the illustrative example, a simple hierarchical structure is selected: the overall goal is to 
prioritize maintenance and renewal projects where the subordinate criteria are condition of the 
asset (Condition), prevalent risk (Risk) and project cost (Cost). This two layer hierarchical 
structure is a simplistic view of the complex issue of project ranking, as other factors (e.g., 
municipal objectives, political preference, intervention alternative, etc.) can influence the 
decision-making. Nevertheless, this hierarchical structure suffices for illustration purposes. 

Using actual preference data obtained from participants in a related experiment with the 
Municipal Infrastructure Investment Planning project (MIIP 2006), a simple pairwise 
comparison between condition, risk and project cost was obtained (Tesfamariam and Vanier 
2005). The three questions presented to the participants (related to project ranking) were: 

• What is the level of influence (or dominance) of condition to risk? 

• What is the level of influence (or dominance) of condition to project cost? 

• What is the level of influence (or dominance) of risk to project cost? 
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For general illustration, the response for City 1 is shown in Table 3; it can be inferred that the 
dominance of risk to condition is 2, cost to condition is 5, and cost to risk is 4. Consequently, 
an arithmetic mean is used to compute the relative importance of each criterion. The final 
weights computed are cndw  = 0.12, riskw  = 0.20, and twcos  = 0.68. The final weights for other 
cities are summarized in Table 3, as is the average weight of the six cities. 

Table 3: AHP weight for the project participants (From Tesfamariam and Vanier 2005) 

Pairwise comparison for City 1 Cities w 

 Cnd† Risk Cost 1 2 3 4 5 6 Ave. 

Cnd 1 1/2 1/5 0.12 0.13 0.23 0.26 0.15 0.33 0.20 
Risk 2 1 1/4 0.20 0.14 0.10 0.10 0.09 0.33 0.16 
Cost 5 4 1 0.68 0.73 0.67 0.64 0.76 0.33 0.64 

†Cnd = condition 

Finally, once the basic weights and input criteria are identified, the final step of the AHP 
process is to synthesize through the aforementioned hierarchy. As a result, one can readily 
see in Table 3 that the three preferences of City 6 are rated equally and differ from the other 
cities that have similar preferences. 

WEIGHTED MEAN (WM) 
Simple weighted mean can be applied to the selection criteria to demonstrate how AHP 
weights can be used in alternative prioritization techniques. The basic input criteria shown in 
Table 1 have been used in conjunction with the AHP weights from Table 3 to produce the 
different prioritization techniques in Table 4. 

Table 4 illustrates the results of four different prioritization techniques. In “Case 1” of 
Table 4, equal weights (0.25 each) are assigned to the four criteria. Cases 2 to 4 of Table 4 
display the AHP weighted results and the shading highlights the highest priority projects 
whose total cost amounts to less than the allocated budget of $280,000.  

This contrived example also highlights the issue of partially funded projects in the 
prioritization list: -- for Cases 1 and 3 the sum of the highest priority projects is less than the 
budget of $280K, and the next project(s) will bring that sum over the budget. In fact, for 
Case 3 the next highest priority is Project B (3.52 rating); however, at $90K it is too 
expensive, but the next highest rating (Project G - 3.3 rating) at $40 brings the total to 
$280K. The authors realize that this “fine-tuning” prioritization is typical and controversial in 
practice but feel it is outside of the scope of this paper. 

One can readily see in this illustrative example that priorities can quickly change 
depending on any number of factors. The different prioritizations in Table 4 show the 
importance of selecting suitable weights, the significance of the deciding criteria and the 
contributions of the individual values for each criterion.  
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Table 4: Weighting of prioritization criteria 

Project Age 
(years)

Normal. 
Age*

Condition 
(1=as new)

Risk 
(1=low)

LCC 
($1000)

Project 
Cost 

($1,000)

Normal. 
Cost*

Case 1 
Equal

Case 2 
AHP

Case 3 
AHP

Case 4 
AHP

Case 1 (Four equal) 0.25 0.25 0.25 0.25
Case 2 (City 1) 0 0.12 0.20 0.68
Case 3 (City 6) 0 0.33 0.33 0.33

Case 4 (Average) 0 0.2 0.16 0.64
A 50 5 2 1 16 190 1.00 2.25 1.12 1.32 1.20
B 45 4.2 2 5 8 90 3.67 3.72 3.74 3.52 3.55
C 38 3.08 5 3 6 70 4.20 3.82 4.05 4.03 4.17
D 35 2.6 3 4 5 60 4.47 3.52 4.20 3.78 4.10
E 30 1.8 4 3 5 60 4.47 3.32 4.12 3.78 4.14
F 35 2.6 4 2 4 50 4.73 3.33 4.10 3.54 4.15
G 25 1 3 2 3 40 5.00 2.75 4.17 3.30 4.12

Cost (x $1000) of 
shaded column 280 280 280 280 280 270 280 240 280  

*It is assumed that Normalized Age and Normalized Cost are linear transformations between the lowest age or 
cost (value = 1) and highest age or cost (value = 5). It is understood that different linear or geometric 
transformations are suitable and that many end conditions could be selected. 

MULTI-OBJECTIVE OPTIMIZATION (MOO) 
Multi-objective optimization (MOO) is a significantly more sophisticated way to prioritize 
alternatives. As maintenance management is multi-objective in nature, it requires 
determination of the optimal maintenance strategy that achieves the best trade-off between 
several relevant and possibly conflicting criteria. For example, maintenance optimization 
may seek to satisfy the following three criteria: (a) minimization of costs; (b) maximization of 
network condition; and (c) minimization of risk of failure (Lounis and Cohn, 1995). 

For single-objective optimization problems, the notion of optimality is easily defined as 
the minimum (or maximum) value of some given objective function. However, the notion of 
optimality in multi-objective optimization problems is not that obvious. In general, there is 
no single optimal (or superior) solution that simultaneously yields a minimum (or maximum) 
for all objective functions. The “Pareto optimum concept” is adopted as the solution to the 
MOO problem. A solution is said to be a Pareto optimum, if and only if there exists no 
solution in the feasible domain that may yield an improvement of some objective function 
without worsening at least another objective function (Lounis and Cohn, 1993; 1995). 
Typically in a MOO problem, several Pareto optima can be obtained, and the issue is to 
select the solution that is the best compromise between all competing objectives. Such a 
solution is referred to as “satisficing” solution in compromise programming literature and 
yields the minimum distance from a set of Pareto optima to the so-called “ideal solution”. 

The weighting of the maintenance objectives depends on the attitude of the decision-maker 
towards the risk of failure, economy, and network reliability. In Figure 3, the results of MOO 
for non-weighted and weighted multiple-criteria, namely cost, condition and risk are shown. 
The weights assigned in weighted MOO are the same as those used earlier in Table 3. 
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Figure 3: Multi-objective-based maintenance prioritization. 

FUZZY SYNTHETIC EVALUATION (FSE) 
Fuzzy synthetic evaluation (FSE) technique, which is a method based on fuzzy set theory, is 
employed here for performing MCDM. The term synthetic is used to describe the process of 
evaluation, whereby several individual elements or components of an evaluation are 
synthesized into an aggregate form. The underlying fuzzy approach can accommodate both 
numeric and/or linguistic components. Simple fuzzy classification, fuzzy similarity method 
and the fuzzy comprehensive assessment, are all derivatives of fuzzy synthetic evaluation 
(Sadiq and Rodriguez 2004; Rajani et al. 2006). A typical FSE follows a distinct three-step 
process, namely, fuzzification, aggregation and defuzzification (Sadiq et al. 2004).  

Fuzzification of criteria 
It is assumed that each and every criterion (i.e. cost, condition state and risk) can be 
described by n linguistic constants defined over their specific universe of discourse (scale). In 
this paper, we selected n = 3, corresponding to linguistic constants good, fair, and poor. 
Table 5 provides the universe of discourse for each criterion ranging over an interval of [1, 
5]. Data for each criterion is mapped (or fuzzified). For example, for Project A, the risk value 
is “1”, which after fuzzification provides a 3-tuple fuzzy set of ( )R

P
R
F

R
G µµµ  = (1, 0, 0). 

This fuzzy set can be interpreted as, that membership (µ) of “1” corresponds to linguistic 
constant good and “0” to both fair, and poor linguistic constants. Same procedure is repeated 
for other criteria. 

Aggregation of criteria 

Relative degrees of importance have to be assigned in order to aggregate criteria. The AHP 
weights for three criteria are twcos  = 0.68; cndw  = 0.12; and riskw  = 0.2, as shown in Table 3. 
The aggregation of criteria is performed using: 
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where Project (i) = {A, B,…,G and ‘•’ represents matrix multiplication.  
A 3-tuple fuzzy set ( )i

P
i
F

i
G µµµ  represents the aggregated contribution of three 

criteria (L – life cycle cost, C – condition, and R – risk) in the evaluation of an alternative 
(i.e., project) “i”.  

Defuzzification using quality ordered weights 
A process known as defuzzification can be used to calculate the crisp value of a fuzzy set. 
Many defuzzification techniques are available (Chen and Hwang 1992). A weighted average 
approach (scoring method) can be used for crisp evaluation by assigning specific quality-
ordered weights q to memberships (Lu et al. 1999), for example: 

⎟
⎠
⎞

⎜
⎝
⎛ ∑ ∗=

=

n

j
j

i
j qiEval

1
)(. µ  (2) 

The quality-ordered weights are defined as qi ∈ [0, 1]. For example, for three pre-defined 
linguistic constants good, fair, and poor, quality-ordered weights of qG = 0, qF = 0.5 and qP = 
1 can be used. The candidate projects are ordered using this crisp evaluation. A higher score 
means a higher priority for maintenance and renewal.  

Table 5: Fuzzy synthetic evaluation (FSE) for project selection  

Projects 
(i) LCC Condition Risk µG

i µF
i µP

i Eval. (i) Order Cost

A 5.00 2.00 1.00 0.94 0.06 0.00 0.030 7 190 
B 2.33 1.00 5.00 0.12 0.45 0.43 0.654 6 90 
C 1.80 5.00 3.00 0.00 0.47 0.53 0.764 5 70 
D 1.53 3.00 4.00 0.00 0.40 0.60 0.800 1 60 
E 1.53 4.00 3.00 0.00 0.44 0.56 0.780 3 60 
F 1.27 4.00 2.00 0.10 0.25 0.65 0.774 4 50 
G 1.00 3.00 2.00 0.10 0.22 0.68 0.790 2 40 
 Normalized 

1 = lowest 
5 = highest 

1 = as new
5 = failed 

1 = low
5 = high

  Cost 
shaded

of  
cells 

$1000 280 

DISCUSSION 
This paper has illustrated a number of prioritization techniques that can be used to rate and 
rank projects for maintenance and renewal. The different projects used in the illustrative 
examples are typical of those found in practice and point to the difficult decisions that 
infrastructure managers must make. The ratings and the rankings for each prioritization 
technique are summarized in Table 6. It can be readily seen that there can be little correlation 
between any of these prioritization techniques; in fact, in our example no one project is 
consistently selected as one of the top four rankings shaded in Table 6. 

Intuitively, decision-makers select their preferred alternatives; however, we all have our 
own biases, and shortcomings. Even with a limited number of projects (i.e. seven), a short 
selection of decision criteria (i.e. five), and a manageable scale for ratings (i.e. 1 to 5), it is a 
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daunting task to select the “correct projects” for funding, even for the first year of a strategic 
plan. Decision-making becomes increasingly more difficult when it involves selecting 
“correct projects” in future years of a 10 or 20-year strategic plan.  

Table 6: Ratings and rankings of M & R projects for illustrative example 
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A 5.0 1 2 6 1 7 16 7 1.0 7 7 7 2.3 7 1.1 7 1.3 7 1.2 7 0.3 5 0.7 7 0.03 7
B 4.2 2 2 6 5 1 8 6 3.7 6 6 6 3.7 2 3.7 6 3.5 5 3.5 6 0.4 6 0.3 6 0.68 6
C 3.1 3 5 1 3 3 6 5 4.2 5 3 2 3.8 1 4.1 5 4.0 1 4.2 1 0.4 7 0.2 5 0.76 5
D 2.6 4 3 4 4 2 5 3 4.5 3 2 2 3.5 3 4.2 1 3.8 2 4.1 5 0.3 3 0.2 4 0.80 1
E 1.8 6 4 2 3 3 5 3 4.5 3 3 1 3.3 5 4.1 3 3.8 2 4.1 3 0.3 3 0.2 3 0.78 3
F 2.6 4 4 2 2 5 4 2 4.7 2 1 2 3.3 4 4.1 4 3.5 4 4.1 2 0.3 2 0.1 2 0.77 4
G 1.0 7 3 4 2 5 3 1 5.0 1 5 5 2.8 6 4.2 2 3.3 6 4.1 4 0.2 1 0.1 1 0.79 2  

One could emphasize the advantages and shortcomings of this or that prioritization 
technique, or why one project should be selected over another using the data in this 
illustrative example; but in the end, proper decision-making comes down to having adequate 
data. It is necessary to have adequate or reliable data to compare various criteria, to state 
clearly the institutional objectives, to harmonize and normalize data from different sources, 
to quantify subjective preferences such as risk aversion, and to keep the decision-making 
strategy consistent over a number of years into the future. Halpern and Fagin (1992) noted 
that data aggregation is not a problem of mathematics rather it is a problem of judgment! For 
researchers in the field of decision-making and infrastructure management, there is a lot of 
work ahead to make this happen. 

CONCLUSIONS 

This research paper does not attempt to develop models to select the “truly optimal projects” or 
even to identify the best decision model or prioritization technique; rather, it attempts to illustrate 
by example the results of specific decision-making paradigms and the poor correlation between 
these methods or models. Research opportunities in this field of strategic infrastructure 
management include developing DSS tools that use real or simulation data to demonstrate the 
pitfalls or advantages of specific decision-making paradigms. In developing such tools, researchers 
can assist decision-makers to make better decisions, and as a result, to improve the management 
and the quality of our built environment. 
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