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Preamble

While collecting office building data on foot on gust 16' 2011, the author’s activities

were relayed to the City of London police by suspis security at 99 Queen Victoria
Street, at which point he was intercepted for deard questioning. In spite of the benign
nature of his activitidshe was informed by the police that he only vergroaly escaped

arrest by fortune of possessing in person an dtdrl@ddressed to him from LSE which
corroborated his status as a research studerst.tiiei author’s sincere wish that in future
research students need not expose themselves tisomment and deportation in order to

fulfil their degree requirements.

! Econometrics is mostly harmless (Angrist and Risc2009) and occasionally even helpful.
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Figure 1: Stop and Search Record




Thesis Abstract

This thesis develops three chapters which extemdunderstanding of asset performance
within the London office market by analysing theéaminants and measurement of capital
returns. The first chapter examines whether enfistihe services of a star-architect allows
developers to persuade city planners to build Wiggéhin the tightly regulated London
property market, and therefore to engage in reeking behaviour. We find that outside
protected conservation areas famous architectsnoaronly build taller, but that their
designs have no effect on building sale pricesihglthe amount of space constant. For a
given land plot however, the ability to build taliacreases total floorspace and developer
profits even when accounting for the increasedsca$thiring a famous architect and
building to their higher standards. The second whapvestigates potential sources of bias
in commercial repeat-sales price indices by constrg such an index for the central
London office market and examining the sourcesxdéx change relative to the underlying
market. We find evidence that employment densignges and the restrictiveness of new
development in the relevant local authority are keyernal drivers of bias on estimated
price levels. This discrepancy arises because r&adss occur disproportionately in areas
where changes in these attributes differ relativéhe stock as a whole. The third chapter
presents a comparison of seven competing real eegbaice index construction
methodologies in the London office market. Thisreise sheds light on the history of
London office market returns from 1998-2010, anel tblative pros and cons of the major
index construction methods utilized by researchiaddstry. This comparison also reveals
substantial differences between indices in thentinof market turning points and various
descriptive statistics, and demonstrates that gamhic model outperforms the repeat-sales
index due to the greater inclusivity of sale obagons.
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Thesis Introduction

In contrast to many other areas of the economgarel into commercial property is
frequently hindered by the scarcity of large higlalgy datasets. As a result of this
deficit, many questions germane to effective polacyl economic efficiency remain
poorly understood or altogether unanswered. In féorteto in part address these
deficiencies, this thesis utilizes a unique datasbich combines primary data
collection from office sites in London with secomngldale-transaction and building
stock information from some of the most prominembperty-data providers in

London.

Data on the London office market is of particulaerest because London is one of
the world’s premier financial and business centeeg] while liquid and attracting
high-profile investors from around the world, isal estate market is surprisingly
opaque. This lack of transparency has often bewu @s a critical barrier to the
wider acceptance of real estate assets withinntgutional investment community.
Moreover, London is one of the world’s most highégulated land markets; with
undevelopable encircling green belts, zoning andhteestrictions, expensive and
uncertain planning controls, and ubiquitous hist@rieservation. Therefore questions
of political economy can not only be analysed wgitime diversity, but the answers to
these questions are liable to have a direct andrmbhtmpact on the welfare of some

8 million citizens.

This thesis aims to further our understanding ahieercial real estate by analysing
the drivers of capital returns in the London offroarket and the measurement issues
which surround them. Asset performance is a cruidicator for industry and
precise and timely measurement is necessary fonchmearking competition,
transparency, revealing risk-adjusted profit oppaittes, and efficient risk-sharing in
derivatives markets. In the public sector, accugaiee indices are an important
bellwether for both central bank monetary policyd aihe assessment of market

regulation. Furthermore, developing our understagaif real estate return drivers
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may make it possible to formulate policy which aeaprove the operation of the
market and better respond to unanticipated econshacks.

With these goals in mind, the first chapter of tthesis examines whether star
architects are exceptionally allowed to build bigg#ice buildings in London, and
therefore earn supernumerary returns on their lplogs. Given that the extant
literature has identified substantial economic segenerated by the strict land market
regulations in force across London, this chaptéerds the previous theoretical work
of Krueger (1974) to test empirically whether farmoarchitects are able to
successfully engage in an aesthetic form of reekisg. Even though London
currently sports some of the world’s most eccertffice building designs, the extent
to which these designs and the famous architects erkate them are able to
influence the planning process has hitherto be@explored. This research finds that
outside protected conservation areas famous acthitan not only build taller (by 20
floors), but that their designs have no net eftgmn the ultimate sale price pef of
buildings. For a given land plot however, the &pito build tall increases developer
profits (by approximately 100%) even when accounfor the increased design fees

charged by famous architects and building to theirerally higher standards.

As such, famous architects are able to quite lifeesngage in rent-seeking by design.
However, unlike the analysis of Krueger, for arebitire on prominent public

display, the competition for regulatory exemptiahsough design may generate
social benefits in addition to the standard deaditeilosses associated with
competitive rent-seeking. The data used in thigystso corroborates the previous
findings of Cheshire and Hilber (2008) that theutatpry environment in London

imposes substantial costs on the economic effigi@it¢he office market. However,

the estimated magnitudes of these costs are nosadyler than those reported by
Cheshire and Hilber, but it is likely that this aispancy is due to categorical
differences in the definition of building gradestween the two papers, rather than

mismeasured values.

15



The second chapter investigates potential souricb®® in repeat-sales price indices
of commercial property by constructing such an e the central London office
market and examining the sources of index changéve to the market as a whole.
Repeat-sales indices are essentially a fixed-affenbdelling specification and
therefore implicitly control for all constant buifdy and locational characteristics
when estimating price-levels. Since commercial propis relatively heterogeneous
and often difficult to model explicitly, in recegears the repeat-sales method has
grown in popularity and practice. However, becahgerepeat-sales method does not
model locational characteristics explicitly, itdidéy is sensitive to external changes
in the environment of sampled buildings that arerapresentative of the market as a
whole. Although the problem of sample selectiorsbiarepeat-sales has been well
explored in the context of residential propertye therature has yet to examine the
existence of bias in repeat-sales of commercigbgny or to empirically investigate
the potential sources of bias in these indicess $hction finds evidence for bias in a
commercial repeat-sales index of London causedripl@/ment density changes and
the restrictiveness of new development in the guwer local authority. This
discrepancy arises because repeat-sales occuroplisponately in areas where
changes in these price determinants differ systaiyiérom the office stock as a

whole.

The third chapter analyses seven competing pridexirtconstruction methodologies
used by research and industry between 1998-2016ffice property in London. In

so doing, the relative advantages and limitatiohghese different indices with

respect to commercial real estate can be bettegratwbd, and greater light can be
shed upon the actual price movements experiencddbgion office property over

this turbulent period. The indices produced ardyatsons, unsmoothed valuations, a
sophisticated hedonic model, repeat-sales, trapsaatked indices, real estate
securities, and stock market equities. A comparisothese indices finds substantial
differences between the valuation and transactased indices primarily related to
inertia and dampened price movements, especialfinglihe pronounced market

oscillations experienced in the latter half of 2@0s. In addition, we find that the
16



production of a hedonic time-series of commerciffices in London is not only
feasible but likely to be superior to the more canmtmmethod adopted by industry of
repeat-sales. This result holds due to the reducticeffective sample size and the
concomitant decrease in representativeness thatroas a result of the need to
exclude all property sales which do not occur iftiplkes over the study period. We
can be confident in this result due to the intrdiunc of a novel methodology for
verifying the validity of our hedonic model: compay the hedonic price index with a
repeat-sales index consisting of the same sampkales. With specific regard to
repeat-sales, this paper finds that the 3SLS proeecbnventionally used to correct
for heteroskedasticity in housing is indistinguisleain commercial offices from an
uncorrected OLS series.

Other notable findings include the fact that, cantrto previous research, real estate
securities in the UK follow the movements of Londuffice property more closely
than the stock market as a whole, the method ahdething valuations introduced
by Geltner (1993b) produces a mixed analogue taahdtansaction-based series
which could perhaps be improved with better catibra of the desmoothing
parameter, and that the relatively new transadiidied index methodology is
extremely similar to its underlying uncorrectedualon index. Finally, this paper
introduces an original fractional-time weightingppedure for repeat-sales that allows
for simpler calculation of transformation-bias wvehimaintaining a minimum of

temporal aggregation bias.

This thesis continues in paper-based format with first chapter analysing rent-
seeking in the London office market through aratieal design, followed by
chapters on the sources of repeat-sales indexrb@smmercial office property, and
then a comparison of commercial real estate inaarstcuction methodologies. The
thesis then concludes with an overview of the tesoil these three research projects

and suggests direction for future inquiry.
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Chapter 1: License to build: rent-seeking by design

Abstract

This paper examines the conjecture first put fodMay Cheshire and Hilber (2008) that

city planners in London are willing to make spe@akmptions for developers to build

larger and more expensive office buildings outsifleonservation areas if they possess
world-class design. Building development regulagian London are perhaps the most
restrictive in the developed world, and enlistingtar-architect to persuade city planners to
build bigger may be a profitable form of rent-seeki This study confirms that famous

architects are able to build bigger outside coret@m areas because they can build taller.
However the concession to build taller comes atettigense to the developer of increased
construction and design costs, and results inemate per rhno greater than a standard

building of similar quality. On net however, thecigase in lettable floorspace from

building tall ‘overshadows’ the subsequent increaseosts, and star-architects are able to
erect buildings on a given plot of land which arerenprofitable compared to buildings

which lack an eminent designer.
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Introduction

“If you want to build a tall building, as long a®y’ve got a world-class design and it is in

one of two locations we will go along with3t”
Ken Livingstone, Mayor of London 2000-08.

London office towers make headlines worldwide wabcentric designs ranging from
gherkins and cheese-graters to walkie-talkies @amg-of-ham. Although London has strict
planning controls in place to monitor new and exgtbuilding developments, these
restrictions are to a certain extent flexible aadda on the discretion of local planners and
politicians. The British use of the ‘developmentntiol’ mechanism to implement its
planning system on a case by case basis, ratheatMaster Plan or Zoning system, makes
it possible in principle to obtain specific excepts to these otherwise tight and binding
regulations. Furthermore, there is now substandfaldence to suggest that supply
restrictions across office (Cheshire and HilberQ&0 retail (Cheshire et al, 2011) and
residential (Hall et al, 1973; Evans, 1991; andbétil and Vermeulen, 2010) property
sectors in the United Kingdom are responsible fog treation of extensive market
distortions, and these market distortions create fbtential for savvy and organised
market-actors to earn economic rents (Penningté@0QR In a similar vein to Krueger’'s
(1974) seminal paper on the welfare implicationgenit-seeking in the context of import
licensing, the combination of semi-binding land-asatrols and economic rents in London
has meant that developers who can convince plarsutigorities to permit tall building
designs can earn excess profits on their land tmasgs. While the competition for such
permits is by all accounts a deadweight social, losdike the case of Krueger, in the
present context leveraging architectural desigextact special privileges may in fact lead
to some ancillary social benefits in the form ottée public architecture. This paper
examines whether commercial office buildings in don designed and built by famous

architects are able to exceptionally exploit thexibility of the planning system in order to

2 The Observer, Octobe' 2006, “High Hopes: ‘London will soon have 18-2@sérapers™.
http://www.guardian.co.uk/business/2006/oct/0tfsigreaterlondonauthorityl, accessed July 2@12.
The two locations Ken Livingsone is likely refegito is the City of London and Canary Whatrf.
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build larger buildings on a given plot of land, awdsell buildings for more compared to

offices which lack an accomplished designer.

The London office market

London is perhaps the world’s premier financialtoemttracting both international office
occupiers and investdtslts office market is frequently ranked as the laisr most
expensive and has one of the highest turnover iatéise world: containing nearly 20
million m? of office space over 55 square kilometres. AltHotlie geographic boundaries
may differ slightly according to opinion, London ¢haracterised by four main office
submarkets. From West to East these are; the Wektdid-town, the City of London
(City): centred around the Bank of England, and rtiedern business district of Canary
Wharf (see Figure 2). The Canary Wharf and Cityiceffmarkets are predominantly
tenanted by financial service firms, whereas thestEnd is distinguished by creative
industries, hedge funds and private equity firmsd #Mid-town is known for its legal,
media and publishing tenants. Rents pérane highest in the West End. Mid-town office
rents are some 20-30% lower than the West Endewhitts in the City are some 15-20%
lower, and rents in Canary Wharf are lower stilheTWest End is primarily administered
by the City of Westminster, Mid-Town is divided teen the City of Westminster,
Camden Islington, and the City of London, the @ty ondon submarket is predominately
run by its namesake, and Canary Wharf is goverrye@idwer Hamlets (see Figure 3 and
Figure 4).

3 By value, only 34% of investments between 200712@lthe City of London office market were
undertaken by UK-based investors, and over 50%ebffice stock in the City of London is held by
international investors (Lizieri, Reinhart, and Bgl2011).

* Total office turnover Q1 2007-Q2 2012; London U6%n, Tokyo US$168bn, and New York US$180bn,
source: Real Capital Analytics.
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Figure 2: London Submarkets according to Estates Gazette
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Figure 3: Central London submarket and Local Planning Autiidioundaries
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The history of building height regulation in London

There exists two layers of building size regulasiom London, the first is building control
which is statutory and fixédthe second is planning control which is a matfguolicy and
therefore more flexible. The modern history of Hinp size regulation in London begins
with the London Council Act of 1890, which set atstory limit of 27m plus two-storeys
in the roof (Inwood, 2005). This was shortly follesvby the London Building Act of 1894,
which restricted maximum building height to 24mthe roof cornice, with an additional
6m allowed for a recessed roof (Simon, 1996). Thesght limits were billed as a matter
of safety, as the London fire brigade did not hdsdders long enough to reach
exceptionally tall buildings These restrictions came right at the time thétimg very tall
became not only possible technologically due theoduction of steel skeletons in the
1880s, but also profitable because of the arrivgbassenger lifts (Turvey, 1998). As a
result of the statutory height restrictions Londmoduced no buildings which could be
termed ‘skyscrapers’ throughout the first halftoé 23" century, though at that time many

such structures were rising elsewhere across thesinalized world.

In addition to this statutory limit, further heighgstrictions were imposed in 1938 which
specially protected views of St Paul's Cathedral #me Monument from obstruction by
new development in their vicinity. Although inithalthese protected sightlines were merely
a ‘gentleman’s agreement’ among City developersy tiwere remarkably effective until
such time as they were incorporated more formally the City of London’s development
plan. The current extent of the protected sightlinee broadly consist with their original
1938 manifestation, though they were extended 8916 include some Northern views of
St Paul’'s dome (City of London, 2007).

® However special dispensations were exceptionaligrgto build in excess of statutory height limisch as
the 19-floor University of London Senate House tinil1937 and designed by Charles Holden: winneghef
1936 Royal Institute of British Architects (RIBA)o® Medal.

® Although legend has it that Queen Victoria ballethe construction of tall buildings after the soction
of the 12-storey Queen Anne’s Mansions in 1873kddder view of parliament from Buckingham Palace.
At the time of construction this was the tallestidential building in Britain.

" Turvey (1998) notes however that even with theasjitead use of lifts it took several decades for a
significant proportion of new buildings in the Cit§ London to begin approaching the statutory maxim
height.
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However outside of these protected sight-lines statutory limit was finally rescinded by
the London County Council (LCC) in 1956 due to #lgeent of fire-lifts, at which point the
London County Council Plan of 1951 was the nexhésgy layer of binding building size
regulation. Although the regulations contained ¢fredid not control height per se, it did
control building height indirectly through allowabplot-ratio§ and minimum angles from
the opposite pavement to the building’s corniceudlly 56°)°. The plot-ratio restrictions
varied according to location. For most areas indaynthe maximum allowable plot-ratio
was 5:1, for central areas of the City close toBaek of England the permitted ratio was
5%:1, for other areas deemed sensitive to incredeadity the restriction was set at 2:1
(City of London, 2010). Although originally intendi¢do be maxima in theory, these plot-
ratios came to be regarded as minima in practioe.irfistance, loopholes in planning law
such as the notorious Schedule 3 of the Town & @guplanning Act of 1947 allowed
existing buildings to be redeveloped with 10% geeatbic capacity than the building
which preceded it. Since old buildings have higbeitings, thicker and more numerous
walls, larger passages and the like, the rentdbtdpace of such redeveloped structures
could be increased consideralyThe removal of the statutory height limit in 1956
ushered forth a boom in the construction of talldngs in the late 1950s and early 1960s,
which finally saw Christopher Wren’s new St PauCathedral dethroned as the tallest

structure in London after a reign of over 250 y&ars

The LCC remained in charge of planning control luitivas superseded by the Greater
London Council (GLC) in 1965, at which point plangicontrol was partly devolved to the
local borough¥. With the dissolution of the LCC, local boroughtially maintained the

old-LCC plot-ratio restrictions in force until sutime as they produced new regulations of

their own. In addition, in 1976 the GLC produced threater London Development Plan

8 The ratio of total building floorspace to totahtkplot area: effectively a control on height.

° This restriction was enforced to ensure that tageamount of daylight filtered onto workers’ desk
(Marriott, 1989, pp. 30).

10 This regulation can explain for instance the dipprtionate size of the 21-storey New Scotland Yarti0
Broadway in the West End, built at an effectivetphtio of 7:1 in spite of the fact that the maximplot-
ratio supposedly allowed by the LCC at that site 8%:1 (Marriott 1989, pp. 171).

1 The offending building was the BT Tower, see Table

2 However the GLC was still obliged to grant apptdeaall buildings in excess of 49m, until 1980.
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which continued plot-ratio controls at the centeaslel. These planning controls existed
concurrently with the plot-ratio restrictions sat the local boroughs until the GLC was
finally abolished in 1986 and the Secretary of &thir the Environment’s Strategic
Planning Guidance for London 1989 and the Planaimg Compensation Act 1991 were
published. These policy changes extended the pofdecal authorities to adopt their own
development plans without direct permission frome thecretary of State (Pennington,
2000). In the case of the City of London, new depsient plans were implemented for
local areas piecemeal, beginning with Smithfieldl881 and continuing until 1989. Each
local area plan contained distinct plot-ratios, anthe City of London these were used to
guide new development until the publication of thénitary Development Plan in 1994, at
which point plot-ratios were removed in favour bétpredominately discretionary system
of planning controls seen across the City of Lonttmlay (City of London, 2010).

At present London lacks a statutory height ceilamgl local planning officials, “enjoy a
considerable degree of discretion over the fornutatof plans and the granting of
individual planning permissions” (Pennington 200829). Though additionally, all
buildings over 30m high must also receive centexhpssion from the Mayor's Offi¢é
and buildings over 90m in height within the zonesteaf millennium bridge must be
consulted with the London City Airport (City of Ldan, 2010). Since the Greater London
Authority Act 2007 the Mayor of London has also hedkcutive power to overrule local
councils and determine planning decisions uniliielan any project which the mayor
deems to be of strategic importance to London Eagy of State for Communities and
Local Government, 2008). A final layer of contrekts with the Secretary of State for the
Environment, who retains the right to overturn tieeisions of local planning authorities
through the national appeals system (Penningtdd))20

*These restrictions do not apply to the City of Londind areas adjacent to the Thames. In the City of
London the mayor must approve buildings exceedbyd, while buildings adjacent to the Thames must be
approved by the mayor if they exceed 25m in he@lityy of London, 2010).
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Historic designation

London has two regulatory designations for theguiad status of buildings which apply to
our sample; buildings located within a conservatemea and listed buildings. Both
buildings located within a conservation area arstedl buildings cannot be altered
externally without special planning consent thatai®ly granted. Furthermore listed status
buildings also cannot be altered internally witheuth consent. For failing to repair and
maintain a listed building properly, owners mayefagiminal prosecution and the local
council can compulsorily expropriate the buildinglaecover repair costs from the owner.
If a new building were to be built in a conservatarea, it would automatically be given
conservation status on account of the fact thet lbcated in such an area. On the other
hand, listed status is given after a building idtband therefore this designation cannot

influence allowable building specifications at ttevelopment stage.

Conservation areas were first introduced to thetddnKingdom with the Civic Amenities
Act of 1967. This act made it the local planninghawities’ duty to identify and preserve or
enhance areas of special architectural and hisitmtecest. Before this legislation, historic
protection was based solely on individual buildirgsher than areas as a whole. The
provisions of the 1967 Act were incorporated inte fTown and Country Planning Act
1971, which has now been superseded by the TowiCaundtry Planning Act 1990 and the
Planning (Listed Buildings and Conservation Areds) 1990. The consequence of these
regulations is that buildings located in conseoratiareas are subject to additional
restrictions and more extensive planning contibfe City of London, for instance, an area
where building tall is possible, expressly forbitte development of tall buildings in
conservation areds(City of London, 2002). In central London roughiglf of the total

land area has been designated as a conservati@n are

4 The most notable modern exception to this rule thasl6-storey New Court Building at 4-7 St Swithin
Lane completed in 2010, and designed by PritzgeeRmnd RIBA Royal Gold Medal-winning architect Rem
Koolhas. Although located in the Bank conservatioea and deemed detrimental to the area’s aralmigéct
character, the City of London felt that the New @duwilding was an “exceptional piece of architeetuand
that allowing Rothschild’s Bank to consolidatestaff into this location was key to maintaining iey’s
position as a leading financial centre (City of don 2010, p. 35).

15 See Table 6 below.
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Although a limited number of historic structuresrevgiven protected status starting with
the Ancient Monuments Protection Act of 1882, iswa until after the Second World War
that buildings were protected under listing duattchitectural merit alone. The reason for
this change was to distinguish between which bagsiwould and would not be allowed to
be rebuilt as a result of damage caused by Germnanié bombings. The current listing
practice began with the Town and Country Plannirty ¥947. Generally, buildings under
30 years old are not listed unless deemed to leeitstanding quality and under threat, and
buildings under 10 years old are not listed (Créigte, 1998). At present there are 19,198
listed buildings and structures in Greater London.

The planning process

In the City of London the process of developmemticd for new buildings generally
begins with pre-application meetings and proceeglsutdertaking assessments of the
various envisioned impacts of the new structurergkeimportant. These assessments may
include but are not limited to; viewing corridorhjstorical designation, effects on
surrounding local character, congestion, light-king, wind-corridor effects, the effect on
commercial and political interests in promotiortleé financial ‘cluster’ located in the City,
and of course architectural desigriThis process involves reciprocal negotiation teem
the interests of the developers and the prefereotcése City planners, with concessions
generally meted out from both sides. As a rule hamebuildings within conservation
areas and strategic viewing corridors are not atbwo build taller than surrounding
structures. Outside of these areas there may b&dsyable room for compromise. The
assessment and negotiation process usually lastsuple of years before a formal
application is submitted, at which point it mayl ie rejected.

®As a comparison, for the recent large-scale offitewn as Columbus Tower (see Table 5), the Tower
Hamlets council called upon the developers to peepa Environmental Impact Statement (EIA) covering
the following issues; Demolition and constructiditernatives and design evolution, Sustainabil8ggcio-
economics, Traffic and transport, Air quality, Neiand vibration, Ground conditions, Water resousres
flood risk, Wind, Daylight, sunlight, overshadowijrght-spillage and solar glare, Archaeology, Bogl, TV
and radio interference, Aviation, and Conservatiomnscape and visual impacts (Commercial Estates
Group, 2008).
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Central to determining the social value of a pregobuilding is its design quality and
height’. While design quality presents an unambiguous fiteoethe surrounding area, the
net benefits of building height are ambiguous, de bne hand bringing economic
efficiency, higher employment densities, and pdssibestige, but on the other potentially
adversely altering the skyline, casting large shadoincreasing local congestion, and
creating wind-tunnel effec§ As a result of these potentially negative conseqas tall
buildings face greater scrutiny at all planningges and are usually required to make
substantial section 106 contributions to the lecahmunity and infrastructuté However,
local city planners in London do have an officisdmdate to promote and preserve the built
environment, and architectural quality and icongsign are often cited as the main

contributors to the success of planning applicatibn

With these trade-offs in mind, it is plausible tlaatall building which might otherwise be
rejected by the planning commission could be apguloif it additionally offered the
surrounding areas views of world-class design. Haweassessment of the architectural
merit of new development is by its very nature bstibjective and speculative. For
instance, in judging good design the City of Wesster calls its city planners to;

[H]ave regard to such matters as height, bulk, magsrelationship to

existing building lines, and historic plot width§he scale, proportions,
vertical and horizontal emphases, solid-to-voidioatof the facades, the
richness of detailing and modelling... and the lightl shade this gives to
the facade(City of Westminster, 2004, p.17).

YSee ‘Appendix A: Policy on the location and desigimall and large buildings’ for the Mayor’s offai
policy regarding tall and large buildings.

18 The wind-tunnel effect is more formally known asalling eddy’ and is caused by tall ‘slab’ buifdjs.
Notorious examples include the Merrion Centre irdsopened in 1963 and the Croydon Centre in Crgydo
Greater London. The problem was dealt with in lmatbes by securing a roof above the affected area to
protect pedestrians. In London this phenomenoratsmbe observed at Shell Tower on the Southbartkea
Elephant & Castle, and by the Stag Brewery devetyrn Victoria (Marriott 1989, pp. 244-5).

19 Usually amounting to around 2% of total buildiranstruction costs.

% The importance of good design in planning permiss explicitly recognised in Planning Policy
Statement 1 from the Office of the Deputy Prime istier (2005). This policy stance is additionally
reinforced by the Commission for Architecture aine Built Environment (CABE) and English Heritage.
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Clearly substantial architectural training and eigee would be required in order to
evaluate proposed developments along these aesthiétria with any competence. On the
main, planners do not possess such training amatonot quantify all the relevant trade-
offs inherent in a given development decision. €hae, to a considerable degree planners
must rely instead upon their own value judgmentse@ire and Sheppard, 2004). Due to
the inherent uncertainty, difficulty, and subjet§vinvolved with assessing the aesthetic
impacts of a building, particularly in the casenefv developments, architectural fame may
provide one of the few ‘concrete’ signals of desigrality available to planners. As such it
is plausible that planners pay particular attentmithe reputation of architects, and afford
preferential treatment in the planning processuitdings designed by prominent architects
regardless of actual design.

Political incentives

While it is clear that, as profit maximisers, depdrs will wish to keep building taller so
long as each additional floor contributes moreinalfsale prices than it subtracts in costs,
it is not necessarily obvious what incentives tlepers and politicians on the other hand
face for permitting exceptionally tall buildingssAnentioned in the previous section, there
are direct benefits and positive externalitiesiagiSrom the economic efficiencies and
higher employment densities that tall buildings mgbkossible. Although it might be
seductive to imagine that politicians would strigetap all potential founts of additional
public welfare, as public choice theory instrucss this need not be the case (Olson, 1965).
For example, the report of a Committee of Inquimpithe Greater London Development
Plan in 1973 commented that it did not accept tagement that, “the improvement of
London depends on the Londoner’s well-being” (Foatel Whitehead, 197%3) Therefore,

it cannot be naively assumed that the mere existehpotential social benefits is sufficient
for political action. Rather the direction of pgligs necessarily dictated by political

incentives, which may or may not be aligned witbreamic ones.

L This point was taken from Evans (2004, p.9).
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One potential source of these political incentiemcreased government revenues. At the
municipal level, local authorities and the mayaffice have limited scope for increasing
revenue collection and lack fiscal independence ué&eavy reliance on the national
government for funding (Sweeting, 2003; Traver€)£05ordon, 2006). However, Section
106 of the Town and Country Planning Act 1990 alolwcal governments to extract
substantial concessions from developers in exchémmggranting planning permissith
Although used for all manner of social initiativdbgese appeasements have been most
notably used for the financing of large-scale isfracture improvements. For instance, the
mayor recently invoked his veto privilege to perthi¢ construction of Columbus Tower in
view of the contribution this project was slatedntake to the London Crossrail proféct
Uniquely, the City of London also has special pssiun from the central government to
retain a small percentage of the revenues it gegerfaom commercial property taxes.
Therefore, the City of London in particular haspad@al interest in allowing developments

which will increase the commercial rents chargedeurits purview.

A further political impetus for building tall in lt@lon may rest in the maintenance of a
vibrant business community. It is certainly theecdéisat many top financial firms prefer
among other things; the consolidation of office dilons in a single building, large
floorplates, and fiber optic cabling. Buildings whicannot be so retrofitted are for all
practical purposes indefinitely obsolete. Therefibie acceptance of new buildings and in
particular tall buildings is a way for politiciats promote the continued vibrancy of their
business community, and perhaps secure campaignbzgions for re-election. Modern
physical characteristics aside, tall buildings byt famous architects may also add an aura
of prestige to cities which may attract businesged ondon and business to London
businesses. The London Docklands Development Caiipaf* and the City of London in
particular see a large part of their remit as dgwelg and maintaining the financial clusters
within their borders, and recognise that investméntstate-of-the-art office buildings are

2 Naturally, the very existence of ‘planning gaio’degin with is a red flag that there are econamts to
be had from flexing these regulations.

% See Table 5.

2 Now disbanded but originally responsible for theation of the Canary Wharf business cluster.
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crucial for London’s international business repotat For instance both Rothschild’s Bank
and the insurer Swiss RE considered vacating thed€iondon if their controversial New
Courf® and 30 St Mary AX& buildings, respectively, were not granted planning
permission in a timely fashion (Sudjic, 2001; Gfy.ondon, 2010).

The goal of promoting financial clusters could aésglain why tall modern buildings in

London are almost exclusively designed as officgcep Although there is nothing which

overtly prohibits developers from enlisting fama@ushitects to flex height regulations for a
tall apartment building, acceptable locations tddbkigh outside of conservation areas and
protected sightlines in central London are reldyivsezarce. And since the economic spill-
over benefits and added commercial caché of aneo#fs opposed to a residential building
are likely greater, business-conscious local aittesrsuch as the City of London and the

Docklands may discriminate in favour of tall budiapplications for offices.

Pecuniary interests aside, there is also a cogeguneent to be made that iconic
architecture becomes a tourist attraction in owhtriproviding direct benefits to the local
hospitality industry. By way of example, there @ aoubt that Frank Gehry’s Guggenheim
museum in Bilbao or the Sydney Opera House by Wtzon have increased the appeal of
these cities to tourists, to say nothing of thdahes& value these structures may confer on
their citizens (Plaza, 2000; Evans, 2003Making grand architectural statemeper se
may also be a direct goal of politicians regardlessny attendant commercial effects.
History is filled with examples of political leadewho are either directly or indirectly
responsible for the erection of monumental architec (often for personal glory), and
London may be no exception. In addition to the cttre itself, politicians may also
appreciate the positive association they gain loy df having collaborated with famous
architects. Of course, championing new architettlaradmarks in this way also carries
significant political and reputational risk. Padiarly for tall buildings, which, if critically

% At 20 St Swithin’s Lane.

% See Table 2.

" The benefits of tourist attractions however suffem the fallacy of composition, not all citiescmcrease
tourism, or if they can they collectively also reduheir effective workforce.
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received, are on view for the entire voting popolatfor likely the remainder of their

political careef®.

Perhaps the most cynical view is that politiciand planners are motivated to expedite the
applications of famous architect buildings (taldessquat alike) merely in order to expand
their regulatory empire. Buildings protected froefurbishment and demolition require
additional staff to monitor status and approve gean Thus, by increasing the number of
buildings which are under their purview, politicianan both preserve favoured jobs and
expand the number of subordinates in their empgtmuvever, in London this causal chain
would not be quite so direct, as any building bhyta famous architect would, like other
protected structures, take 30 or more years tinditéed status. If however additional staff
are required to assess hopeful tall building apgibnis or to monitor various aspects of

these buildings prior to listing, then the empix@ansion argument could still hold.

On this point of regulatory expansion, Glaeser (304uggests that due to the costs
involved with protecting buildings and the concanit productivity losses which arise due
to the prohibition of all future redevelopment, tinember of buildings granted protected
status in any given city should be capped. Theeefaccording to Glaeser’'s proposal, in
order to put an additional building on the protdatester, a less significant structure would
have to be likewise removed. Without such limits fmplicit goal of historic conservation

groups is evidently to create a city where all ptgisstructures therein remain utterly
sacrosanct and new development is impossible. Sudituation would of course be

catastrophic for any such economy, and with moea thalf of all buildings in central

London granted either listed or conservation states are currently not so far removed

from this hypothetical world.

281t is perhaps ironic however how nearly everyatite in the world which is critically condemnedoup
completion eventually becomes a treasured and geasteentrepiece of the cityscape. In London, Gbplser
Wren’s new St Paul’'s Cathedral and the now listedt@point building by Richard Seifert at 103 Oxffor
Street (see Table 3) are prime examples. Perlapfidrity is all that’s really needed to turn thtiaunchest
critics into doctrinaire acolytes.
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Interest groups

Although developers can be expected to opposerastactions being enforced upon their
own designs, it could also be argued that, on theley they may prefer the present semi-
binding height restrictions to a world of laissem€. Entrenched developers with
specialized (and costly) local and procedural kealge will outcompete new entrants that
lack resources to surmount these obstacles. Timigebarriers serve to reduce competition
and likely raise the return to development activityLondon in general. Developers may
therefore support political candidates who are @aably inclined to the current regulatory

barriers.

Property investors as well have no less of a vestedest in the current regulatory regime.
Naturally, any investor who currently holds progert London would be subject to a large
capital loss should development regulations bexeglan any meaningful way (Cheshire,
2005). It is also possible that new investors mafgr markets with potential for both real
rental and capital growth, and since such growtimase likely to occur in heavily supply
restricted markets, investors may support developmegulations as well. A counterpoint
however is that, at least in housing markets, supgdtrictions may add to the volatility of
returns, which deters investment (Glaeser, Gyoarkd Saiz, 2008). Since stable supply in
face of demand shocks means unstable (but poggiblying) prices, it is not immediately
clear whether new investors to the London marketfepr regulatory barriers or not.
Incumbent investors on the other hand would alraostersally prefer the maintenance and

indeed the expansion of development restrictions.

Literature Review

Although this paper may be among the first fornralestigations into the question of
whether city-planners allow famous architects tddohigger, a body of related literature
exists which examines the influence of good archite and building taller on sale prices.
While good architecture may provide benefits tohbwmiternal and external parties, only
internal benefits should be reflected in sale-widamong the first studies into the effect of
good architecture on office properties is the wofkHough and Kratz (1983). In their
hedonic estimation of rental rates in Chicago tfieg that tenants pay premiums of 22%
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for ‘good’ architecture, but only if the building also ‘new’. Hough and Kratz attribute this
discrepancy to the fact that the dummy variable theed to indicate ‘good’ architecture
prior to 1930 was simply an indicator for thoseldings which had also been marked for
conservation, and were therefore subject to abdidgeoperty rights on top of the

architectural benefits they were attempting toatal

Later work by Asabere and Huffman (1991) confirrhe @apparent tension evident in
Hough and Kratz between the positive influenceamdyarchitecture on the one hand, and
the ostensibly negative influence of historic deaigpon on property rights on the other, by
failing to find a net premium on landmarked comnadrand industrial properties. Vandell
and Lane (1989) on the other hand produce a mea$arehitectural quality independent
of historic status and find similar rental premiufmsgood architecture as Hough and Kratz
do for good and new architecture. A more recerdyshy Fuerst et al (2011) examined the
effect of ‘signature’ architects; defined as wirsef the Pritzger Prize or American
Institute of Architects Gold Medal, on US officeadaconcluded that these buildings
yielded a rental premium of 5-7% and a sale pra@ @f 17%. However their sale price
gain disappeared when they reran the model withnagpke of counterfactuals statistically
chosen to be similar to their famous architect dogs, and their sample choice of
signature architects was heavily weighted towardsimgle architectural firm whose
inclusion was questionable. The rent results wks@ sensitive to this new comparison and

to the definition of their treatment group (i.egrsature architect).

In addition to internal price effects, good arctitee may also confer important
externalities. Although the literature abounds vatadies on the positive spill-over effects
of good architecture on residential propé&ttgthe author was unable to locate any such
studies examining office buildings explicitly. Itay therefore be the case that any such
positive effects are small or simply too difficuto disentangle. Furthermore, for

2 See for instance Ahlfeldt and Maennig (2010) amdman and Krupka (2011).
34



commercial property in particular, the putative é&f@s of good architecture are unlikely to

be universally viewed as suth

Although the literature lacks studies on the pesitiexternalities of good office
architecture, Thibodeau (1990) documents the negjatiternality associated with high-rise
office construction near residential properties. é&timates that these non-conforming
structures exact as much as a 15% discount on lmmiging homes, whereas houses more
than 1,000m away enjoyed a 5% price premium. Sihee number of houses in a
residential neighbourhood roughly increases asduare of distanég the net effect of the
externalities observed by Thibodeau increased hataing values in the vicinity by 1%. In
a similar vein, tall modern office buildings in Ldon may represent a non-conforming use
to the surrounding low-rise period structures ia #ame way that Thibodeau found for

high-office buildings on residential property.

As opposed to the variable effect of good architecton sale prices outlined above,
building height exhibits an unambiguously positinfuence on building price other things
equal. Of course, building higher allows developerduild more total floorspace on a
given land area. But even controlling for the antaefrfloorspace, higher floors also tend
to be more valuable than those belowThe reasons given for the price advantages of
building higher are often cited as greater prestmyeductivity increases associated with
greater intra-building face-to-face contact, andtdseviews. To gain perspective on the
magnitudes involved, one of the most recent stubie&Koster, Ommeren, and Rietveld
(2011) used the presence and height of pre-WWIdings as an instrument to show that
office rents increase by 4% for every 10m heigbtease in the building, and that prestige
effects account for 17.5% of the total rents paidduildings six-times the average height
in Holland.

%0 For instance the London Shard built by famed &echiRenzo Piano has been criticized by English
Heritage and UNESCO.

3L 1r?, assuming uniform average residential plot areas.

32 For instance see Colwell et al. (1998) for theetfbf height on transaction prices, and for ttieatfon
rents see Bollinger et al (1998) and Frew and 1988).
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Looking at the profit-maximising height of new @i developments, Helsley and Strange
(2008) argue that agglomeration economies and ec@soof scale are insufficient to
explain the extreme stature of many of the wortdlkest skyscrapers. They posit that there
is a valuable reputation effect for being the &dlleuilding, and that developers compete to
attain this recognition. The consequence of themeg theoretic model is a stock of office
buildings that are taller than profit-maximisatievould imply. Although Helsley and
Strange only cite historical anecdotes to undetpiir theoretical model, Barr (2012)
empirically tests the incidence of office overbunlgl historically in New York, and indeed
finds that developers have engaged in profit-degsig height competition. In contrast to
offices however, other research by Chau et al (R@0 not find a significant disparity
between the theoretical profit maximising heightesidential high-rises in Hong Kong and
their actual heights. It may therefore be the ¢hatbenefits outside the normal calculus of
project-development profits accrue more readilyfitmis than individuals from being

associated with an exceptionally tall building.

With regard to political incentives and disinceessvto build taller in London, Cheshire and
Hilber (2008) discuss some pertinent differenceghim political forces at work in the
administrative boroughs which divide London. Inithgaper on office supply restrictions
in Britain they provide evidence that the pecutiar structure of the City of Londdhand
the fact that the it is run by the local businessinunity and its interests, has incentivized
the City to relax office space supply restrictiamsl encourage new development relative to
other boroughs. Cheshire and Hilber also suggetstad ‘trophy’ architects might help
developers to bend these lax rules even furthenil&ly, they argue that since political
control of the Docklands is also held by the Lond@mwtklands Development Corporation
and not the voting population, the Docklands haslgd ‘NIMBY 3* interests in favour of
high-rise commercial space and economic growth.v€@ely other areas of London, in
particular the West End, have much stronger plappimotection and height restrictions that

3 Wherein the City of London is uniquely allowedéwy an additional business rates tax (tax on corniale
property rents) and retain the revenues so gemknather than have all revenues pooled at thealent
government level and reallocated to local authesiby formula grant.

34 “Not In My BackYard”, an acronym for political ams opposed to new development.
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are practically impossible to breach, and as atradess malleable office stock and higher
building price to construction-cost ratios. Morenwa a glance it is apparent that the West
End of London has nearly no tall buildifgswhile both the City of London and Canary
Wharf (Docklands) exhibit the only clusters of tallildings in London.

This paper continues with an overview of the datdlection methodology and how
variables were constructed from this data. It thpplies this data to test the hypotheses
that; (i) famous architects are allowed to buildda@r outside conservation areas, (ii) if this
is indeed because they can build taller, and ihether building bigger allows famous
architects to erect buildings which sell for more @ given quantity of land. Finally the

paper concludes with a discussion of these results.

Data

Building Sample

Data on office building characteristics and saliegs were acquired from Estates Gazette
(EG) and Real Capital Analytics (RCA). Combineds 886G and RCA data sum to 2,932
unique sale instances in central and outer Lonetwden 1998 and 2011. This dataset was

then culled with the following methodology.

1. Removed non-centrél London buildings, as defined by EG and RCA. Theege
less than 100 such observations and this was aoageler to make data collection
more manageable and preserve the study focus.

2. Removed all portfolio sales, as there is no wagdwectly allocate portions of the
composite sale price to each sold building.

3. Removed all buildings whose primary use was natefpace.

4. Removed all sales of buildings which had been tel@furbished, or otherwise
altered since last transacted. This was done tarenthat each building when
visited was essentially identical to the buildingieh had been sold.

% Notable exceptions include the 37-storey BT Toate0 Cleveland Street commissioned by the
Government General Post Office to support microwasial antennae for telecommunications and the 33-
storey Centre Point at 103 New Oxford Street whiels exceptionally granted planning permission in
exchange for land concessions of the surroundieg tarthe LCC for road improvements (Marriott, 1989
pp.114).

% The EG and RCA ‘Central London’ boundaries actuetirrespond more closely to the standard defimitio
for inner London which comprises the 11 centrablbighs, than the standard definition for centraldam
which only includes the West End, Midtown and Gitlomarkets.
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5. Removed sales which lacked any required data ndedd#ae hedonic estimation.
6. Removed sales which occurred less than 12 montsthé previous saié

This data was then supplemented with informatiollected from on-site-visits to the

remaining 575 properties in the sample between doty September 2011, and internet
research between October 2011 and Jan 2012. Redue@onic data was successfully
collected on all characteristics for 387 propertidsch covered a total of 513 sales (126

repeat-sales).

Famous Architect

Central to the question of this paper is the deéiniof what constitutes a famous architect.
Although architectural excellence is necessarily sabjective judgment, there is
considerable consensus within the architecturalngonity that awards from the Royal
Institute of British Architects (RIBA), the Amerindnstitute of Architects (AlA), and the
Pritzker Prize are the most prestigious. Amongawards conferred by these bodies, the
RIBA Royal Gold Medal, AIA Gold Medal, and the Rger Prize are the most esteemed as
they are given annually for a lifetime body of woBuildings which have been built by
architects which have won an award from any ofdhésee bodies are considered to be
famous architects for the purposes of this studyiven the exclusivity of these awards the
number of potential candidates and buildings arétdéid. The architects who fall into this
list and whose buildings were successfully surveyausist of Cesar Pelli, Norman Foster,
Terry Farrell, Aston Webb, Edward Lutyens, and pbs&mberton consisting of ten

buildings’®*°. Four of these buildings are located outside obmservation area, and each

3" These so called ‘flips’ may have a distorting effen price indices (Clapp and Giacotto, 1999), tred
hedonic model F-statistics tested here improvedketdy with their exclusion.

38 Cesar Pelli, Norman Foster, Terry Farrell, and &airutyens built each of their buildings in thengpde
after winning one of these architectural awards ASton Webb'’s 23 Austin Friars was constructedhethe
imposition of height controls, and Edward LutyeremBing Hall and Lutyens House and Joseph Emberton’s
Summit House were constructed during the periogtatfitory height controls.

%9The architect Richard Seifert’s notoriously tallffre Point building at 103 New Oxford Street islinted
in the sample of 387 buildings. But because Riclswiflert did not win any of tharchitectural awards
recognized here, he is not considered a famouge@ctby this study. In fact it could be arguedttha is
famous in London precisebecausef his ability to exploit loopholes in planningado build tall, rather
than through any particular design skill. Marri(i989) even remarks that, “The trouble with Seifertas
that he knew some of the regulations far betten tha LCC itself”, pp.32.
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of these was either designed by Cesar Pelli, NorFaster or Terry Farrell (see Table 2
below). We define ‘modern’ buildings as those biidg built after the retraction of
statutory height restrictions in 1956, and ‘pre-mwd as buildings built before. As we can
see from Table 2 below there is in fact a 54 year lgetween the completion dates of the
closest modern and pre-modern famous architectlingd in our sample. Sales of the 6
modern famous architect buildings were observexta of 10 times, and sales of the 4 pre-

modern famous architect buildings were observehéd™.

Table 1: Famous architect and awards

Architect Awards Won Year Awarded
Cesar Pelli AIA Gold Medal 1995

Norman Foster Pritzker Prize, RIBA Royal Gold MeddlA Gold Medal | 1983-1999
Terry Farrell RIBA Award, AIA Award 1978-2010
Edward Lutyens RIBA Royal Gold Medal 1921

Aston Webb RIBA Royal Gold Medal 1905

Joseph Emberton| RIBA Award 1930

The validity of using awards from these three bedis indicators of architectural fame is
potentially reinforced by noting that all of theufobuildings in our sample built by pre-
modern famous architects have been listed by trstokit Buildings and Monuments
Commission for England for possessing special tctiral or historical interest;
assuming of course that these buildings are ntedlispso facto of being built by a
prominent architect. All modern buildings in thergde, on the other hand, are not yet
eligible for listing as buildings as they are unB86ryears of age (see Historic designation
above). All pre-modern buildings built by famousclitects are also located in
conservation areas. Although it can be noted frahld 2 that the two tallest buildings in
the sample were built by architects that this papgards as famous, the criterion used by

this paper for being deemed a famous architectolvasen blind of the data.

A caveat to bear in mind with our famous architeetric is that it does not directly test for

good architecture, but rather asks the simpler mode objective question of whether a

“? The tallest building in Europe, the London Bridgaard’ designed by Pritzker-Prize, RIBA Royal Gold
Medal, and AIA Gold Medal-winning architect Renzaib is not part of the sample, see Table 4.
1 See ‘Appendix C: Descriptive statistics’ for aalktd breakdown.
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building’s architect has been recognized for excwle by the most prestigious
architectural-bodies. This simplification comesaatost however. Although plausible, it
may not be a valid inference to say that the paercbuildings built by famous architects
in this sample are also examples of good architecio be sure that this is the case would
require independent evaluation of each buildingtua architectural merits, ideally by a
panel of experts. However, for the purpose of a&ssgshe impact of mere architectural
fame on the willingness of planners and politiciamsallow extra building height at the

application stage, this metric is sufficient.

The following four Tables describe (i) the Famoushéect office buildings in the sample.
(i) Tallest non-famous-architect office buildingsthe sample, (iii) Tallest London office
buildings not in the sample, and (iv) Tallest Londifice buildings not yet completed but
with planning permission. Unsurprisingly, a notalfeature of existing modern and
permitted tall office buildings in London is theeponderance of buildings designed by
famous architects. Furthermore, only one of th&sé office buildings in our sample (14-

storey 12 Throgmorton Avenue) was built while inaative conservation ar&a

2 The predecessor to the current Drapers Gardefdirimiivas actually 28-storeys tall and only allowed
because the architect (Richard Seifert) invokeditheh abused Third Schedule of the Town and Country
Planning Act 1947 and amassed all the allowabler$lpace of the considerable land-plot into a singleow
tower (Marriot 1989, pp.117).
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Table 2: Famous architect buildings in sample

Building Name Address Architect Floorst | Year Borough Conservation | Listed | Sales
Built Area

- 25 Canada Square|  Cesar Pelli 43 2002 | Tower Hamlets NO NO 2
‘The Gherkin’ 30 St Mary Axe Norman Foster 40 2003 City of Londan NO NG 1
Bishops Square| 10 Bishop Square Norman Foster 13 2005  Tower Hamlets NO NO 2

- 10 Gresham Streeff Norman Foster 8 2004 City of London YES NG 1
Alban Gate 125 London Wallf Terry Farrell 19 1992 City of London NO NO 3
Sugar Quay Lower Thames Terry Farrell 6 1979 City of Londor YES NO 1
Lutyens House S;.r-eBe::insbury Edward Lutyens 9 1923 | City of London YES YES 1
Banking Hall (;I;ClSJE Poultry Edward Lutyen 6 1925 City of London YES YES 3

- 23 Austin Friars Aston Webb 6 1888 | City of London YES YES 1
Summit House | 12 Red Lion Joseph Emberto 5 1925 Camden YES YES 1

Square

tFloors refers to all above-ground levels including ground floor but not including basements.
TAlban Gate replaced the 18 floor Lee House desigm&962 by Burnet, Tait and Partners.
Norman Foster is currently slated to design a mptent development to Sugar Quay.
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Table 3: Tallest non-famous-architect office buildings imgde

Building Name Address Architect Floors Year Borough Conservation | Listed | Sales
Built Area

Centre Point 103 New Oxford | Richard Seifert 33t 1965 Camden YES* YES] 1
Street

Empress State | Empress Approach  Stone, Toms & 30% 1961 Hammersmith NO NO 1

Building Partners

Commercial 1 Undershatft Gollins, Melvin, 26 1969 | City of London NO NO 1

Union Tower Ward

New Scotland | 10 Broadway Chapman, Taylo 21 1962 Westminster NO NO 1

Yard and Partners

City Tower 40 Basinghall Burnet, Tait and 21 1957 City of London NO NO 02
Street Partners

Angel Court 1 Angel Court Fitzroy Robinsor 19 1980 City of London YES* NO 1

and Partners

Plantation Place 30 Fenchurch Arup Group 15 2004 | City of London NO NO 1
Street

Landmark Hammersmith Thomas Saunders 15 1973 Hammersmith NO NO 2

House Bridge Road Partnership

Drapers 12 Throgmorton Foggo Associates 14 2009  City of London YES* N(

Gardens Avenue

- 280 Bishopsgate Foggo Associates 13 2001 Towerléta NO NO 2

*Centre Point,

Angel Court, and the original Drap€&ardens building at 12 Throgmorton Avenue weaaigd planning permission before their
surrounding areas were given conservation aregkson.
TtCentre point was permitted to be taller than wawddnally be allowed by the London County Couneithuse the developer Harry Hyams

consented to fund the creation of a needed roadipmunder and around the building.
FThis figure includes three floors added to thedbthe building during a renovation in 2003 atoatoof £80m.
<2 Throgmorton Avenue replaced the 29 floor buidkmown as Drapers Gardens originally designedibiidd Seifert in 1962.

a One sale observation was obtained on this prppettit was a ‘flipped’ sale and therefore thisetvation was removed from analyses concerning

sales. This observation was retained however falyaas concerning building size.
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Table 4: Tallest inner London office buildings not in sample

Building Name Address Architect Floors | Year Borough Conservation | Listed
Built Area

‘The Shard’ 32 London Bridge | Renzo Piano* 95 2012 Southwark NO NO
One Canada Square Striectianada Squarg Cesar Pelli* 50t 1991| Tower Hamlets NO NO
Tower 42 25 Old Broad Street Richard Seifert 47 1980 | City of London NO NO
Heron Tower 110 Bishopsgate Kohn Pedersen Foxt* 46 2011 | City of London NO NO
HSBC Tower 8 Canada Square Norman Foster* 45 2002 | Tower Hamlets NO NO
Broadgate Tower 201 Bishopsgate S_kidmore, Owings,|la 33 2009 | City of London NO NO

- 25 Bank Street M(elre”sllelr Pelli* 33 2003 Tower Hamlets NO NO

- 40 Bank Street Cesar Pelli* 33 2003 Tower Hamlets NO NO
One Churchill Place| 1 Churchill Place HOK Interpatl 32 2004| Tower Hamlets NO NO

- 10 Upper Bank Kohn Pedersen Fox* 32 2003 | Tower Hamlets NO NO

Street

*Denotes famous architect according to this papdefnition.

TTo comply with air-traffic safety regulations foondon City Airport the architect removed 5 flodrsm the original design of One Canada Square.
F¥Kohn Pedersen Fox was Winner of the AlA Architeatdirm award in 1990, and William Pedersen haziged 5 AIA Awards between 1984-2003.
BT Tower located at 60 Cleveland Street is 37 #dail and contains some office space to let, batbse it was designed primarily as a signal tower

by the Government General Post Office to suppottomiave aerial antennae for telecommunication waata@onsider it to be a comparable office
building.
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Table 5: Tallest proposed inner London office buildings wilanning permission

Building Name Address Architect Floors | Comp Borough Conservation | Listed
Year Area
The Pinnacle 24 Bishopsgate Kohn, Pedersen Foxt 63 2014 Cityoofdon NO
Columbus Tower West India Quay Mark Weintraub 61 N/D Tower Hamlets  YEST
One Nine Elms 1 Nine Elms Lane Kohn, Pedersen Fox? 58 N/D Wanatwo NO
‘The Cheesegrater’ 122 Leadenhall | Richard Rogers* 48 2014 City of London NO
Riverside South \?\;;G;?fterry Circus Richard Rogers* 45 2016 Tower Haml NO /A
One Park Place 1 Park Place Horden Cherry Lee 45 2012 Tower Hamlets NO
- 100 Bishopsgate | Allies and Morrison* 40 N/D City of London NO
North Quay Aspen Way Cesar Pelli* 40 N/D Tower Hamlets NO
Heron Quays West | Heron Quays Richard Rogers* 40 N/D Tower Hamlets NO
‘The Walkie-Talkie’ | 20 Fenchurch Stre¢tRafael Vinoli* 36 2014 City of London NO

*Denotes famous architect according to this papdefnition.

tTower Hamlets council initially rejected this posal due to an anticipated detrimental effect enldleal conservation area, but the Mayor of

London exercised his veto power claiming this pebjeas of strategic importance to London.
N/D means no definite completion date at present.
Listed column is N/A because buildings can onlyghen listed status post construction.
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Administrative Regions

Boundaries for London boroughs were taken fromUkeordnance survey boundary-line
maps and spatially referenced to each office ptgp@&@he sample of 387 buildings falls in
all ten boroughs which comprise inner London. The®e the City of London, the City of
Westminster, Tower Hamlets (containing the Dock&ndSouthwark, Lambeth,
Kensington and Chelsea, Hammersmith and Fulhanmgtsh, Hackney, and Camden.
Although the sample of 387 buildings used in thiglg is spread across all 10 boroughs,
86% of these buildings are located in the City afdstvhinster, Camden, Islington, and the
City of London.
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Figure 4: Map of inner London boroughs and office locatioinsréd)
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Conservation Areas and Listed Buildings

Data on conservation areas was acquired from theddro Mayor’'s Office with maps
produced by Landmark Information Group. Data on ltkeed status of buildings comes
from English Heritage and Estates Gazette. Of 8¥[Riildings in the sample 209 or 54%
are currently located within a conservation aré€ap©23% were built while located within
a conservation area, 46 or 12% are listed, andr 34oare both currently located within a
conservation area and listed. As the Table 6 balbows, a large percentage of the total
land area in the four main boroughs which compose sample is contained within

conservation areas.

Table 6: Conservation areas in primary central London bongug

Local Planning Authority Number of areas | Percent oftotal borough First
covered introduced
City of Westminster 55 75% 1967
Camden 39 50% 1968
Islington 40 50% 1968
City of London 26 33% 1971

The variable conservation density 300m was appratach by randomly adding one point
for each 100sgm of conservation area within eacisewation area’s perimeter (excluding
parks, gardens, and water features), with a minindistance between points of 4m, and
then calculating the number of points which fetbim 300m radius of each building. 100m
and 500m radial distances were also tested and nedras statistically significant in the
model. The variable listed building density 300mswealculated by spatially matching the
point map of listed buildings from English Heritagéh the Ordnance Survey containing a
map of each building's curtilage Then a point was randomly placed within eactedist
building’s curtilage for every 10sqm of curtilageea, with a minimum inter-point distance
of 1m, and the number of points which fell withid08n of each office building was tallied.
Again 100m and 500m radial distances were testéavbre not as statistically significant
as the 300m distance. A possible explanation fisr distance being the most statistically

significant for both conservation area and listedding density is that it may conform to

3 Curtilage is defined as the land area attachedstoucture and forming the enclosure around it.
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the distance around the building which visually mosntribute to the quality of the
surrounding local environment. It may also proxy foicro-location supply restrictions
which increase prices, though much of this effeould likely be captured by planning

permission refusal rate at the local authority Iésee below).

For the analyses into the effect of conservati@aam building size (dependent variables;
Sgm/Curtilage, Floors, Footprint/Curtilage), builgs are only identified to be located in a
conservation area if the building was buafter the corresponding conservation area had
been put in force. For the Price/Sgm regressionsewation area is defined as such if the
building was located within a conservation arethattime of sale. For the Price/Curtilage
regression a separate dummy variable is used fmgerwation designation at the time of
construction and within conservation area at tmeetiof sale. These dummy variable
adjustments are done so that when a building lsdied in a conservation area it measures
the restriction to building size and/or the effect building prices as appropriate for the
analysis at hand. The most notable tall buildingshe sample which were first built and
then subsequently designated a conservation aread8 New Oxford Street (33-floors)
and 1 Angel Court (19-floors).

Parks and Gardens

A digital map of London’s parks and gardens wasuaed from English Heritage. Parks
and gardens density was calculated by placing @rarpoint within the perimeter of each
park or garden for each 10sgm contained withinhaitminimum distance between points
of 1m. Then the total number of points within a 80€adius of each office property was

counted.

Planning Permission Refusal Rate

In London, planning decisions are administerechatliorough level of local government.
Each borough has a different degree of regulattigtisess regarding new development.
This study employs data on office planning refusaés from 1990 to 2008 for the ten
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borough&* which contain the 387 properties in the sampleyided from the research of
Hilber and Vermeulen (2010). Of course, the plagrpermission refusal rate is somewhat
endogenous in that applicants will likely adjuseithplanning requests according to the
restrictiveness of the borough in question. Howgltes infeasible for this study to collect
and analyze data on each office planning requessdertain the absolute restrictiveness of
each borough. In lieu of this limitation, the o#fiplanning refusal rates produced by Hilber
and Vermeulen (2010) from the Department for Comitresrand Local Government is
used despite the potential endogeneity problemstiomead above. Since data post-2008
was unavailable, for years 2009-2011, 2008 datssésl. For the regressions on building
size the average 1990-2008 office planning reftetal is used. This is done because, again,
we do not have data on refusal rates prior to 1846,it is thought that taking account of
the entire dataset would make the most sense ghainthe majority of buildings in the
sample were built prior to 1980 The regressions considering sales prices use-tfear
moving average of office permission refusal ratasel retroactively on the date of sale.
This was done so as to accommodate as much pfasniation about the restrictiveness of
the local planning authority in question as possi@@iven that the earliest sale date of
buildings used in this analysis is 2000) withoutluling irrelevant information on the

restrictiveness of the local authority after thie $®s occurred.

With regard to these planning statistics, the @ity.ondon is a bit of an anomaly in that,
although the office planning permission refusak ret effectively zero for this borough,
planning in the City of London is in fact highlystective. Instead of flat-out refusal, the
City of London tends to negotiate by rejecting aeriaspects of a proposal and then return
the application for modification and resubmissicfdoe final approval will be granted.
Although other boroughs manage applications in Wéy to a greater or lesser degree
(Ball, 2011) the City of London is exceptional m4 regard. Therefore the City of London
has a higher effective refusal rate than is evidiemh the DCLG statistics. To account for

“ City of London, City of Westminster, KensingtordaBhelsea, Hammersmith and Fulham, Camden,
Islington, Hackney, Lambeth, Southwark, Tower Hamle
> See ‘Appendix C: Descriptive statistics’.
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this disparity a dummy variable for the City of ldun is added in some regressions on

building size.

It has also been argued by Cheshire and Hilber@R0at because of business control of
the planning process the City of London and the Klavals have especially permissive
regulations with regard to building size comparedther areas of London. In order to
account for this possible disparity a dummy vaeafdr the Docklands is also included

with the City of London dummy variable in regressmf building size.

Employment Density

Employment density is empirically one of the stresigdrivers of office rents and sale
prices. Accordingly, we would expect profit-maximng developers to wish to build more

space on a given parcel of land if they can selisé or rent office space on that land for
moré'. Therefore ceteris paribus, employment densitgl$® likely to be an important

driver of average office building height.

The most detailed publicly available statisticstba location of the workforce in London
consist of postcode sector data from the NOMIS AhBusiness Inquiry (ABI) Employee
Analysis. This dataset begins in 2000 and the mexsint data at the time of writing is for
2008. Furthermore, only employees from industrieghwa 2003 SIC section code
designation of J or K, corresponding to the bankifigance, business services and
insurance industries were included in this countfddunately this dataset possesses a
structural break in how the data was collected betw2005 and 2006. Therefore our 2006-
08 postcode sector employment counts are rescaledgba using the scaling factor
provided by the ONS for London SIC codes J andidguthe pre-2005 methodology.

A map of employment density was constructed froenlh,773 postcode sectors in greater

London by including all postcode sectors that hang part of their boundary within 2km

“% Since the marginal cost of constructing anothmsrfincreases with each additional floor (Gat, )99
would only expect the tallest buildings to be lechin the most favourable locations with the higlodiice
rents.
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of any office property in the sample. This leftodat of 546 postcode sectors. A feature of
this dataset is that density/number of postcod®secs substantially higher within central
London, where the majority of properties are lodatsee Figure 5 and Figure*6)All
water features from the Ordnance Survey MastermdpParks and Gardens from English
Heritage were then removed so as to produce a nmaghvibetter reflected the locations
within the postcode sectors where employees catilehly work. Then a number of points
corresponding to the employment counts within taaining boundaries of each of the
546 postcode sectors for each year between 200@@08I were randomly placed within
each boundary, and then the number of employed&snvétradial buffer of 500m from each
property at the year of sale was calculated. 50@&® ghosen as this has been empirically
observed in studies of other cities to correspgrut@imately to the distance after which
the hedonic influence of employment density begdiosattenuate, see Arzaghi and
Henderson (2008) and Jennen and Brounen (2009).

Figure 5: The 546 postcode sectors

*" This map was constructed by aggregating commott@ads units up to the postcode sector-level froen th
Ordnance Survey.
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Figure 6: The 546 postcode sectors and 387 office locations

However, it is important to note that the employimeensity measure used here is
automatically somewhat endogenous with respectitgel buildings when regressing on
building size. The reason being that the employntenints taken from the ABI include
employees working inside the very building for whitie surrounding employment density
is being calculated. Therefore when a big buildisgouilt at a given location, there is
automatically a higher employment density at tloatation. So in effect, every building
adds to its own density, and therefore big (ocalipiriildings cause high density, even if
the converse is not true. However, the average @mpnt count per 500m radial distance
from each property between 2000-08 is 35,000, veseréhe average building size is
9,400sgm. If we take an average of 185 sqft (17m)szer worke®®, that leaves us with an
average of 550 workers per building, which représenly 1.6% of the working population
of the average postcode sector in our sample. Benpal endogeneity of employment
density on prices and building height might alsserfrom unobserved physical and
environmental characteristics. However, it is ngt @ucial to address the potential

endogeneity of employment density in this studyiog at famous architecture as it would

“8 Taken from http://www.officefinder.com/officespaedc.html on July 17 2012 as the least amount of
office space needed per typical worker.
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be if the effect of employment density was the atale of interest. This is because the
extent to which employment density is correlatedhwinobservables only improves its
function as a control, and residual endogeneitgh{sas a big building increasing its own
employment density) can only affect the famous iggchcoefficient to the extent that the
two variables are correlated. However, as a reduhis potential problem we do attempt to
instrument for employment density levels at theetiof sale with the density of financial

service workers, the density of total workers, #mal proportion of male workers from the

1981 census at the local authority level providgd\NIOMIS. The rationale behind using

old measures of employment density is that, foltayihe research of Ciccone and Hall
(1996), places with high employment density in fhest may also be areas in which
employment density is high today. But if enough dirhas elapsed, these historic
employment density levels may also no longer beetated with the unobservables that
can bias contemporaneous estimates of employmesttgeThe 1981 estimates were used
because these were the earliest employment nurabailable which were associated with
a definite geographic boundary.

A further problem with our employment density measis that we do not have this data
prior to 2000, while many of the buildings in ownsple were built even before the™0
century. As accurate data on local employment tiessin London for this period could
not be obtained, the average employment densitydsgt 2000-08 is used for regressions
which estimate building size, and instruments aseduto predict this variable in the
Instrumental Variable 2-Stage Least Squares (IV3Sip8cifications.

Access to Labour Force

Access to the labour force is estimated by takimg distance in metres to the nearest
underground, overground, or rail station. Althowginple, this statistic outperforms several
more sophisticated estimates of access to the ldooce; see ‘Appendix B: Separately

tested but omitted controls’.
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Submarket Area
The sample contained the following 15 postcodeidist EC1, EC2, EC3, EC4, E1, WC1,
WC2, W1, SW1, SW6, W6, N1, NW1, SE1, and E14. Suksata were defined according

to Estates Gazette’s market definition shown below.
City Core: EC1A, EC2M, EC2N, EC2R, EC2Y, EC2V, EC2A (onlynsbury
Pavement, Finsbury Square, Appold Street and CHiStreet), EC3, EC4 (excluding

EC4A & ECA4Y)

City Fringe: EC1M, EC1IN (excluding postcode sector 2), EC1R, ECHECL1Y,
EC2A (excluding Finsbury Pavement, Finsbury Squampold Street and Chiswell
Street), E1

Southbank: SE1 postcode sectors, 0, 1,2 &9

Docklands: E14

Midtown: EC4A & EC4Y, ECIN (postcode sector 2), WC1, WC2 c(eding

Leicester Square)

West End: W1, SW1, NW1 sectors 2 (Euston Road only), 3, 5,&d&cester Square
(WC2) and W2 sectors 1, 2 & 6

South Central: Remainder of SE1 and all of SE11

North Central: Remainder of NW1 and N1 and all of E8

West Central: Remainder of W2 and all of W6, W8, W14, SW3, SW8/& SW7 &
SW10
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Building Characteristics

Data on building characteristics such as; the nurnbéoors', the number of basements,
number of parking spaces, single or multi-tenand, air conditioning (A/C) was gathered
from EG, RCA, internet research, and site visitseaxh building. The quality of the
floorspace comes from Estates Gazette, which greads floor of the building either A or
B. Buildings with only grade A space are gradedad\, with A and B graded A/B, and
only B space is the omitted dummy variable. Datalwmarea of building footprints and
curtilages comes from the Ordnance Survey MasterMap

Decade of Construction

Data on the decade in which the building was leoines from EG, RCA, and internet

research. This is an important variable becausemtltaneously accounts for technology
improving cost reductions to building tall and getiehanges in planning regulation and
sentiment through the years. Buildings built priorthe 1950s are contained under the
omitted dummy variable. This is done because mogeige data on the construction dates

of pre-WWiII buildings were not always forthcoming.

Whereas most hedonic studies include when the ihgiMtas built and possibly a dummy
variable indicating whether the building has eveerb refurbished, this study uses a more
sophisticated measure for obsolescence by utilitieghumber of years at the time of sale

since the building had been built or last refurbshknown here as “Depreciation Age”.

Analysis

We first examine whether famous architects desgbunildings outside conservation areas
have been able to build more office space on angplet of land. It is logical to assume
that this has only been possible since 1956; tlee yleat statutory height restrictions in
London were lifted in exchange for the more flegislystem of planning control in force

“9 Like employment density the number of floors mkspé@e endogenous with respect to prices

(Koster, H., Ommeren, J., and P. Rietveld, 2011thdugh suitable instruments for the number of flowere
not found, as with employment density this showdtbie problematic as the focus of this study isthet
estimation of the causal relation between flooghtand sale price.

55



today®. To test this hypothesis we employ our data se&¥83f buildings. As per Table 2,
four of these buildings were built by famous aretis post-1956 outside a conservation
area, two by famous architects post-1956 withiroaservation area, and four by famous
architects pre-1956 The dependent variable is total building flooésgm) divided by
the area of the plot of land encompassing the imgjldcurtilage}’. The results of this
analysis are reported in Table 7. Since we onlyefamous architects to be able to build
bigger outside a conservation area, we use anaitten termi® to capture this expected
effect. As independent controls we utilize; buiftfamous architect (not interacted), within
conservation area, average office permission reftst@ for the corresponding local
planning authority between 1990-2008, and the dedhd building was built. For some
specifications we also include a dummy variabletfier City of London and Docklands, to
take account of their relative regulatory lenief@heshire and Hilber 2008), and average
employment numbers within 500m. Employment denisitykely to be endogenous to the
amount of floorspace at a given location, so foe specification of the model in Table 8
we attempt to instrument for employment densityhwviite density of workers employed in
financial services, total employment density, amel proportion of workers who are men by
local authority from the 1981 census. With floorspaurtilage as the dependent variable,
White tests reject the null hypothesis of homosk#dity, and so robust standard errors are
reported.

*0 See the section ‘The history of building heigtguiation in London’ above.

L See Table 2.

%2 Also known as the Floor Area Ratio (FAR) or Platio.

3 Namely; (Building designed by famous architecDxtside conservation area).
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Table 7: Dependent variable is Floorspace/Curtilage

(1) (2) 3) (4)
VARIABLES OLS OoLS OoLS OoLS
Floorspace/ Floorspace/ Floorspace/ Floorspace/
Curtilage Curtilage Curtilage Curtilage
Famous Architect Outside 4.889*** 3.875%** 3.338***
Conservation Area
(0.876) (0.850) (0.570)
Famous Architect 1.823** -0.135 0.118 0.215
(0.865) (0.356) (0.366) (0.388)
Built in Conservation Area -0.109 -0.0807 -0.503** -0.454**
(0.197) (0.193) (0.221) (0.230)
Average Office Permission -11.18*** -11.31%** -10.29*** -15.76%**
Refusal Rate
(1.554) (1.523) (1.578) (3.712)
Built 1950s 0.124 0.163
(0.387) (0.394)
Built 1960s 0.892 0.932
(0.583) (0.586)
Built 1970s 0.592* 0.655*
(0.333) (0.338)
Built 1980s 0.390 0.348
(0.293) (0.309)
Built 1990s 0.765** 0.750***
(0.256) (0.254)
Built 2000s 1.432%** 1.384***
(0.265) (0.272)
Built 2010s 0.423 0.356
(0.806) (0.881)
City of London -0.699
(0.499)
Docklands 1.747%*
(0.674)
Constant 5.737** 5.742%* 5.188*** 5.846***
(0.174) (0.172) (0.204) (0.479)
Observations 387 387 387 387
R-squared 0.146 0.186 0.247 0.268

Robust standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1

As we can see the coefficient on famous architecsignificant in the first regression
specification, and the average office refusal mitahe local planning authority has a
strongly negative effect on the floorspace alloweda given curtilage. When we interact
famous architect with built in conservation areasipecification 2 the effect on the
interaction term is even stronger and the origgigihificance on the famous architect term

is lost. This result is consistent with the hypaikethat it is only the combination of a
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famous architect outside a conservation area tletemit possible to build taller. In the
third specification we add controls for the agehaf building, which has a significant effect
for buildings built in the 1970s, 1990s and 20008ere are only two buildings in the
sample built in the 2018% so the lack of significance on this variable dtde considered

a preliminary result only. With the addition of ling age controls we also see that the
‘built in conservation area’ term now becomes neght significant. In the fourth
specification dummy variables for the City of Lomdand the Docklands are added, and
both have their expected signs though only the Rmocls is significant. Table 8 below
presents the full specification which includes ager employment density between 2000-

08 within 500m as an additional control.

%4See Table 17.
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Table 8: Dependent variable is Floorspace/Curtilage

1) (2)
VARIABLES OoLS IV2SLS
Floorspace/ Floorspace/
Curtilage Curtilage
Famous Architect outside Conservation Area 3.255%** 2.926***
(0.528) (0.738)
Famous Architect 0.137 -0.169
(0.320) (0.391)
Built in Conservation Area -0.488** -0.622**
(0.227) (0.269)
Average Office Permission Refusal Rate -14.89*** 1.45*
(3.649) (4.868)
Built 1950s 0.184 0.269
(0.388) (0.408)
Built 1960s 1.012* 1.327*
(0.595) (0.687)
Built 1970s 0.703** 0.889**
(0.332) (0.401)
Built 1980s 0.361 0.411
(0.307) (0.323)
Built 1990s 0.727*** 0.635**
(0.254) (0.301)
Built 2000s 1.402%* 1.4771%**
(0.268) (0.288)
Built 2010s 0.183 -0.499
(1.074) (1.882)
City of London -1.190** -3.133*
(0.514) (1.651)
Docklands 1.857*** 2.293**
(0.644) (0.662)
Average Employment 500m 1.47e-05** 7.28e-05
(6.42e-06) (4.83e-05)
Constant 5.410%** 3.688*
(0.521) (1.545)
Observations 387 387
R-squared 0.278 0.118

Robust standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Wald chi2(14) = 215.20

As we can see from Table 8 the additional contiolefverage employment density tightens
up the model, disentangling its effect with theyCif London dummy which is now

statistically significant. In Table 8 specificatidh we attempt to instrument for the
potentially endogeneous control: average employmensity. The 2SLS instrument has an

acceptable Wald statistic of 215.20 confirmingrékevance, and the first stage regression
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has an R-squared of 0.118. The Durbin-Wu-Hausma fer exogeneity of the
instrumented variable is not rejected (p =.193aR)] Sargan-Hansen tests do not reject the
exogeneity of the instruments. Unfortunately howetlee instrumented employment
density is not a significant predictor of floorspamrtilage (t-stat =1.51). Regardless, the
famous architect outside a conservation area ictieraterm remains significant in the
2SLS specification. Indeed, this result is robughwespect to adding each successive

group of controls.

In addition to building taller, the increases indispace for a given lot-size observed in
Table 7 and Table 8 above can also come aboutrasu#t of building ‘wider’ — in two
dimensions. That is, increasing the proportionhaf building’s curtilage occupied by the
building’s footprint. In the next set of regressowe run the same group of independent
control variables, only this time on the total abayround floors (including the ground
floor) to confirm the results in Table 7 and TaBleThe results of this specification will
test whether famous architects have indeed beentalbluild bigger because they can build
taller. White tests reject homoskedasticity in edises and robust standard errors are

reported. The results of these regressions cardrein Table 9.
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Table 9: Dependent variable is Total above ground floors

(1) (2) 3) (4)
VARIABLES oLS oLS oLS IV2SLS
Floors Floors Floors Floors
Famous Architect outside 20.65*** 20.17*** 19.99%** 20.19%**
Conservation Area
(6.513) (6.004) (5.882) (5.896)
Famous Architect -0.351 -0.526 -0.697 -0.512
(0.589) (0.602) (0.573) (0.651)
Built in Conservation Area -1.311%** -1.064*** -1309%** -1.058***
(0.246) (0.274) (0.271) (0.307)
Average Office Permission -5.891* 1.724 3.654 1.572
Refusal Rate
(3.126) (10.48) (10.44) (9.917)
Built 1950s 1.385*** 1.303*** 1.350%** 1.299%**
(0.389) (0.381) (0.363) (0.386)
Built 1960s 5.219%** 5.156*** 5.333*** 5.142%**
(1.519) (1.475) (1.472) (1.497)
Built 1970s 2.502%** 2.314%** 2.419%** 2.306***
(0.656) (0.662) (0.674) (0.673)
Built 1980s 0.561** 0.268 0.295 0.265
(0.262) (0.307) (0.310) (0.310)
Built 1990s 1.552%** 1.237%* 1.185%** 1.241%*
(0.325) (0.358) (0.352) (0.356)
Built 2000s 2.289%** 1.996%** 2.034%** 1.993***
(0.341) (0.362) (0.358) (0.368)
Built 2010s 1.806 1.713 1.331 1.743
(1.401) (1.157) (1.586) (1.285)
City of London 1.075 -0.0139 1.160
(1.206) (1.290) (2.401)
Docklands 3.914* 4,158* 3.894**
(2.015) (1.964) (2.974)
Average Employment 500m 3.26e-05*** -2.57e-06
(1.21e-05) (5.40e-05)
Constant 6.634*** 5.699*** 4.734%** 5.775%**
(0.339) (1.234) (1.257) (1.729)
Observations 387 387 387 387
R-squared 0.441 0.457 0.468 0.455

Robust standard errors in parentheses

#x n<0.01, ** p<0.05, * p<0.1

Wald chi2(14) = 117.14
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In Table 9 we start with the famous architect amshservation area interaction and
successively add controls as in the previous taBlesve can see, famous architect outside
a conservation area is a significant predictortf@ number of floors in the building, as
well as ‘built-in-conservation area’ and all builds built from the 1950s onwards. Similar
to Table 7 and Table 8, the un-interacted famoakitact dummy also has no effect upon
the number of floors. In specification 4 we alstemipt to instrument employment density.
A Wald test yields 117.14, with a first stage Raea of 0.455, and exogeneity of the
instrumented variable is not rejected (Durbin-Wadman, p =.4639), and neither is the
exogeneity of the instruments (Sargan-Hansen, @44)J1 However as in the floorspace per
curtilage case, instrumented employment densitgslass significance as an explanatory
factor. Notice that the coefficients for famoushdiect outside conservation areas across
the four regressions in Table 9 averages abouta?@st If we assume 3m per floor, that
would mean that office buildings built by a famaurshitect outside a conservation area are
on average 60m taller than all other buildings.dRébat 24m was the maximum allowable
height of buildings to the roof cornice built beemel1894 and 1956.

Though perhaps not as obvious a characteristicigdiry taller, buildings on a given plot
of land can also be bigger because their footptake up more of the available land-plot.
However there is a limit to this type of growth timat the ratio of the footprint/curtilage
cannot exceed’1 To test whether famous architects since 195@dritonservation areas
have also been allowed to build ‘wider’, for thepdadent variable in the next set of
regressions we use the ratio of the area of thielibgifootprint over the total area of the
building curtilage. White tests reject homoskeditstiand therefore robust standard errors
are reported. The results of these regressiondigpiayed in Table 10.

%5 A possibly interesting exception to this ruletis twalkie-talkie’ building under-construction &b 2
Fenchurch Street in the City of London. With a tapebase and bulging towards its roof, this officédding
may be an example of overcoming the floorspacdditioins imposed by both height restrictions and gilze
(see Table 5). Such design was also typical of Ted®buildings of the f5and 18' century which sported
overhanging upper floors to increase the amoutdtaf floorspace while simultaneously reducing thei
taxable building footprint.
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Table 10: Dependent variable is building Footprint area ftitage area

1) (2) 3) (4)
VARIABLES oLS oLS oLS IV2SLS
Footprint/ Footprint/ Footprint/ Footprint/
Curtilage Curtilage Curtilage Curtilage
Famous Architect outside 6.58e-05 -0.0354 -0.0441 -0.0667
Conservation Area
(0.127) (0.125) (0.128) (0.143)
Famous Architect -0.0933 -0.0798 -0.0878 -0.109**
(0.0656) (0.0678) (0.0614) (0.0500)
Built in Conservation Area 0.0690*** 0.0666*** 0.@g *** 0.0539***
(0.0159) (0.0176) (0.0173) (0.0209)
Average Office Permission -0.603*** -1.306*** -1.216%** -0.979**
Refusal Rate
(0.132) (0.480) (0.459) (0.465)
Built 1950s -0.0141 -0.00827 -0.00606 -0.000293
(0.0252) (0.0238) (0.0261) (0.0337)
Built 1960s -0.147%* -0.141 %+ -0.133*** -0.111*
(0.0491) (0.0488) (0.0509) (0.0582)
Built 1970s -0.161*** -0.150%** -0.145%*** -0.132***
(0.0451) (0.0451) (0.0434) (0.0422)
Built 1980s -0.0648**+* -0.0605*** -0.0592*** -0.058**
(0.0205) (0.0229) (0.0224) (0.0234)
Built 1990s -0.0756*** -0.0682*** -0.0706*** -0.078***
(0.0215) (0.0244) (0.0240) (0.0252)
Built 2000s -0.0484** -0.0447** -0.0429* -0.0381
(0.0189) (0.0220) (0.0219) (0.0240)
Built 2010s -0.0895*** -0.0931*** -0.111%** -0.158*
(0.0140) (0.0173) (0.0344) (0.0938)
City of London -0.0926* -0.144** -0.277*
(0.0555) (0.0601) (0.142)
Docklands 0.0504 0.0619 0.0919*
(0.0377) (0.0392) (0.0517)
Average Employment 500m 1.53e-06** 5.51e-06
(6.09e-07) (3.74e-06)
Constant 1.029*** 1.115%** 1.069*** 0.951***
(0.0130) (0.0527) (0.0516) (0.114)
Observations 387 387 387 387
R-squared 0.182 0.198 0.217 0.088

Robust standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1
Wald chi2(14) = 64.71

As is evident from Table 10, buildings built by faus architects outside conservation areas
do not have bigger footprints for a given curtilageany of the four specifications.
Interestingly, the footprint of buildings built e a conservation area take up significantly

more of the available land-plot. Perhaps in consege of not being able to build as many
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floors (Table 9), in conservation areas developeagimize the dimensions upon which
they do have greater discretion. In addition, sitlee 1950s buildings have reduced the
ratio of footprint to curtilage. This may have coat®ut due to developers building tall but
also being constrained by plot-area ratios to gmmealously build narrow. In specification 4
the employment density instruments have a Waldisstatof 64.71, the first-stage
regression has an R-squared of .0876, and exogeokithe instrumented variable (p
=.2406) and the instruments (p =.2257) are nocteje However as in the previous tests
when employment density is instrumented in spedtibn 4, the instrumented employment
density no longer has a significant impact on tepeshdent variable. In addition, in the
2SLS specification famous architect registers aieantly negative coefficient, which
may appear perverse. However, a common requireimentier to build tall is that the ratio
of the building’s footprint to its curtilage must be smaller, so as to allow extra light to
shine at street level and to prevent buildings fiatansifying high winds through funnel
effects. This effect should be most pronounceddtbuildings, presumably those built by
famous architects. So the significance of this teould possibly be accounted for by the

fact that famous architects must build somewhaiomaar in order to build much taller.

Now that we have confirmed that famous architectiddbbigger because they can build
taller-but not wider, we now examine whether famatchitects can also increase the sale
price of buildings they design for a given curtdagAlthough we know that famous
architects can put more space on top of a givetilaage from Table 7 and Table 9, we do
not know what the effect of the architect's deswghi have on the building’'s valuper
square metre. On the one hand, tenants may apigrecid pay more for good architecture.
But on the other, famous architects may imparttgreaosts on building owners due to the
maintenance costs involved with eccentric desigrrealuced flexibility with planning
authorities to later alter or refurbish the builglinrherefore, there may be a number of
simultaneously confounding effects that bundle theovariable ‘famous architect’, making

it difficult to predict ex-ante what the net effexftall of these influences will be. Although

%% As opposed to maximum plot-ratios discussed easlith regard to development planning.
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we may presume there to be a positive effect gilkahdevelopers do continue to solicit the

services of famous architects in spite of theihkigfees.

To test the net effect of famous architect on bagdorice controlling for the amount of
space already in the building, we regress officeepper square meter on the hedonic
controls. The results of these regressions are shiowlable 11. Note that whereas the
previous regressions were analysing the physicatacheristics of 387 buildings, the
sample size now consists of the 513 sale-transectd these 387 buildings completed
between 2000-2011. White tests do not reject hoauzsticity and so normal standard

errors are reported.

Table 11: Dependent variable is the natural log of (Pri¢etal floorspace sgm)

(1) (2) (3) (4)
VARIABLES OoLS oLS oLS oLS
Ln(Price/ Ln(Price/ Ln(Price/ Ln(Price/
Sqm) Sqm) Sqm) Sqm)
Famous Architect -0.281%** -0.332%** -0.177** -0. 2+
(0.101) (0.0978) (0.0899) (0.0865)
Within Conservation Area 0.0757* 0.0682* 0.0209 280
(0.0402) (0.0394) (0.0368) (0.0360)
Listed Bldg -0.00199 -0.0300 -0.0261 -0.0388
(0.0536) (0.0574) (0.0475) (0.0506)
Ln(Office Permission Refusal Rate 0.0418*** 0.0435*** 0.0278* 0.0301**
9yr Moving Average)
(0.0141) (0.0136) (0.0156) (0.0150)
Ln(Employment Density 500m) 0.109*** 0.0894*** 0.97+* 0.157***
(0.0281) (0.0273) (0.0344) (0.0331)
Ln(Conservation Area Density 0.0209** 0.0245*** 0.00634 0.00779
300m)
(0.00813) (0.00787) (0.00902) (0.00871)
Ln(Listed Bldg Density 300m) 0.0182 0.0218* 0.0203 0.0233
(0.0128) (0.0123) (0.0152) (0.0147)
Ln(Park and Garden Density 300m)  0.00897*** 0.00845  0.00938*** 0.00937***
(0.00290) (0.00281) (0.00270) (0.00261)
Adjacent to Park or Garden 0.267*** 0.211%** 0.185* 0.147***
(0.0526) (0.0518) (0.0469) (0.0458)
Ln(Nearest Rail Station Distance) 0.0274 0.00493 0121 -0.00527
(0.0306) (0.0297) (0.0278) (0.0269)
Ln(Number of Above-Ground 0.275%** 0.343*+* 0.153*** 0.206***
Floors)
(0.0583) (0.0593) (0.0528) (0.0539)
Ln(Depreciation Age) -0.0135* -0.00796 -0.0161** .00759
(0.00747) (0.00763) (0.00661) (0.00673)
Ln(Basements/Total Floors) -0.00965 -0.0211** -@05 -0.0205**
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(0.00949) (0.00936) (0.00841) (0.00830)

A/C 0.339%** 0.243*** 0.263*** 0.202**
(0.0897) (0.0882) (0.0804) (0.0787)
EG Office Grade A/B 0.0728 0.0466 0.0640 0.0352
(0.0494) (0.0493) (0.0438) (0.0434)
EG Office Grade A 0.154** 0.0786* 0.159*** 0.0836*
(0.0436) (0.0447) (0.0388) (0.0395)
Ln(Percent Occupied) 0.0364*** 0.0295*** 0.0364*** 0.0299***
(0.00933) (0.00909) (0.00821) (0.00796)
Multiple Tenant Bldg -0.0536 -0.0895** -0.0659* E**+*
(0.0389) (0.0384) (0.0344) (0.0337)
Ln(Parking Spaces) -0.00119 0.00137 0.00239 0.00412
(0.00408) (0.00401) (0.00359) (0.00352)
Built 1950s -0.144 -0.200**
(0.0889) (0.0780)
Built 1960s -0.372%** -0.252%**
(0.0783) (0.0694)
Built 1970s -0.253%** -0.214%**
(0.0780) (0.0688)
Built 1980s -0.0883 -0.0656
(0.0571) (0.0502)
Built 1990s -0.000658 0.0278
(0.0552) (0.0489)
Built 2000s 0.115* 0.142***
(0.0567) (0.0500)
Built 2010s 0.0317 0.319
(0.258) (0.229)
City Fringe -0.307*** -0.318%**
(0.0781) (0.0764)
Docklands 0.256 0.184
(0.228) (0.218)
Midtown -0.0187 -0.0309
(0.0585) (0.0575)
North Central 0.104 0.0148
(0.147) (0.142)
South Central -0.0741 -0.0730
(0.122) (0.118)
Southern Fringe -0.00216 0.0278
(0.110) (0.106)
West Central 0.213 0.232*
(0.133) (0.128)
West End 0.333*** 0.314***
(0.0686) (0.0667)
Quarter Sold YES YES YES YES
Constant 5.917** 6.254*** 5.548*** 5.867***
(0.352) (0.344) (0.410) (0.396)
Observations 513 513 513 513
R-squared 0.439 0.493 0.578 0.621

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
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The four regressions alternately add controls fecade built and submarket location.
Notice that now the conservation area control w testing whether a building is currently
located within a conservation area, and not whether building was built while a
surrounding conservation area was in force asarptbBvious regressions. We see that there
is some evidence for the value imparted by beirtiwia conservation area in the first two
specifications with the ‘Within Conservation Areaid ‘Conservation Area Density 300m’
variables. But when submarket location dummiesaaided to the regression we see that
this relationship gets subsumed into them. Sinceimaltaneously test the effect of being
located within a conservation area, it may be tgedhat the ‘Conservation Area Density
300m’ variable is separately picking up the positeffect on price of reduced local supply
rather than an additional measure of the posititeraality resulting from the aesthetics of
the surrounding area. We also see from Table 1tlaffi@e planning permission refusal
rate, parks and gardens, the number of above grdlamis, A/C. building grade,
employment density, and the occupancy rate of thdihg have significantly positive
effects, while the ratio of basement to above gdofinors and multiple tenanted (as
opposed to single occupier) buildings sell forgngicant discount. Perhaps unsurprisingly,
the depreciation age variable loses its negatifecefvhen decade built dummies are

included in the regression.

However, the main result from these regressiorts isote that famous architects have a
demonstrably negative effect on the sale priceffidebuildings. This result is not contrary
to our previous findings that famous architectsease building size because the above
regressions control for the amount of total spacthe building in the construction of the
dependent variable (Price/Sgm). Given this neglgtisigned relationship it would appear
that famous architect-built buildings may have sopmerary costs of upkeep per sgm
and/or additional (implicit) regulatory restrict®ndue to their celebrated-status that
outweigh the benefits captured internally by goegign. To examine this effect further,
Table 12 specification 1 below splits the famoushaect coefficient into pre-and post-
modern architects, to see whether older or newsigdénas a different effect on sale prices.

Specifications 2 and 3 also instrument for emplayhakensity.
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Table 12 Dependent variable is the natural log of (Pridetal floorspace sgm)

1) (2) 3)
VARIABLES OoLS IV2SLS IV2SLS
Ln(Price/ Ln(Price/ Ln(Price/
Sgm) Sgm) Sgm)
Famous Architect -0.202**
(0.0856)
Modern Famous Architect 0.00924 0.0385
(0.112) (0.112)
Pre-Modern Famous Architect -0.560*** -0.542%**
(0.133) (0.132)
Within Conservation Area 0.0317 0.0577 0.0668
(0.0356) (0.0434) (0.0437)
Listed Bldg -0.0138 -0.0336 -0.00720
(0.0506) (0.0492) (0.0501)
Ln(Office Permission Refusal Rate 0.0307** 0.00107 -0.00358
9yr Moving Average)
(0.0149) (0.0292) (0.0295)
Ln(Employment Density 500m) 0.157*** -0.0621 -0.102
(0.0327) (0.194) (0.196)
Ln(Conservation Area Density 300m) 0.00673 0.0138 .0188
(0.00862) (0.00993) (0.00999)
Ln(Listed Bldg Density 300m) 0.0278* 0.0389** 0.048
(0.0146) (0.0196) (0.0199)
Ln(Park and Garden Density 300m) 0.00952*** 0.00761 0.00745*
(0.00258) (0.00296) (0.00298)
Adjacent to Park or Garden 0.149*** 0.158*** 0.161*
(0.0453) (0.0452) (0.0455)
Ln(Nearest Rail Station Distance) -0.0111 0.00991 .00670
(0.0267) (0.0292) (0.0294)
Ln(Number of Above-Ground Floors) 0.168*** 0.255%** 0.225%**
(0.0545) (0.0675) (0.0685)
Ln(Depreciation Age) -0.00885 -0.00734 -0.00857
(0.00666) (0.00651) (0.00657)
Ln(Basements/Total Floors) -0.0207** -0.0195** -09b**
(0.00820) (0.00807) (0.00813)
AlC 0.225*** 0.206*** 0.230***
(0.0781) (0.0762) (0.0771)
EG Office Grade A/B 0.0319 0.0304 0.0261
(0.0429) (0.0422) (0.0425)
EG Office Grade A 0.0884** 0.0605 0.0619
(0.0391) (0.0430) (0.0433)
Ln(Percent Occupied) 0.0267*** 0.0328*** 0.0300***
(0.00793) (0.00810) (0.00819)
Multiple Tenant Bldg -0.0998*** -0.0989*** -0.0915*
(0.0334) (0.0332) (0.0335)
Ln(Parking Spaces) 0.00433 0.000337 -0.000119
(0.00348) (0.00474) (0.00477)
Built 1950s -0.197* -0.218*** -0.218***
(0.0772) (0.0771) (0.0777)
Built 1960s -0.239%** -0.269*** -0.258***
(0.0688) (0.0687) (0.0693)
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Built 1970s -0.215%* -0.214%* -0.215%+*

(0.0680) (0.0665) (0.0670)
Built 1980s -0.0668 -0.0512 -0.0498
(0.0496) (0.0501) (0.0505)
Built 1990s 0.0245 0.0479 0.0482
(0.0484) (0.0505) (0.0508)
Built 2000s 0.130*** 0.164*** 0.156***
(0.0495) (0.0521) (0.0525)
Built 2010s 0.323 0.402* 0.420*
(0.227) (0.233) (0.235)
City Fringe -0.339%** -0.416%** -0.455%**
(0.0758) (0.113) (0.114)
Docklands 0.180 0.196 0.195
(0.216) (0.212) (0.213)
Midtown -0.0366 -0.110 -0.130
(0.0569) (0.0887) (0.0894)
North Central 0.00830 -0.439 -0.527
(0.140) (0.419) (0.422)
South Central -0.0761 -0.313 -0.359
(0.116) (0.238) (0.240)
Southern Fringe 0.0239 -0.145 -0.180
(0.105) (0.182) (0.184)
West Central 0.230* -0.314 -0.414
(0.127) (0.492) (0.496)
West End 0.306*** 0.136 0.0958
(0.0660) (0.168) (0.170)
Quarter Sold YES YES YES
Constant 5.897*** 7.678*** 8.034***
(0.391) (1.626) (1.640)
Observations 513 513 513
R-squared 0.630 0.583 0.577

Standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1

With regard to the instrumental variable estimationspecifications 2 and 3, in both cases
the Wald Statistic exceeds 700 and the Durbin-Wusddaan tests do not reject exogeneity.
But unfortunately Sargan-Hansen tests reject exa@genf the instrument, and again the
can see from Table 12 most of the results from &4l are robust to the 1V specifications,
including the effects of famous architects. Moreowbere is now an interesting split
observed between modern and pre-modern architablisereas modern architects

apparently have no net effect on the price per sfjtheir buildings, pre-modern architects
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have a strongly negative influeriéeThis difference could be explained if we consitet
buildings built by pre-modern famous architects magve exceptionally restrictive
regulatory monitoring in practice, perhaps in ortteensure the preservation of their work
in perpetuity. These additional restrictions and ttoncomitant attenuation in property
rights could explain the differential effect betwemodern and pre-modern architects.
Since the modern architect dummy variable is ngricantly positive, we can infer that
either the positive effects of famous architectore sale prices are small or that the
additional restrictions on property rights are mateenough to cancel out these positive
benefits. Another possibility for the negative effef famous architect design is that the
prestige surrounding buildings built by famous #@estts may help to secure higher
occupancy rates and that simultaneous inclusiothisfvariable with famous architect in
the model strips famous architect of this positeféect. Although this explanation is
plausible, a restricted regression run with theupeocy rate excluded refutes this
interpretation as the coefficients on pre and postiern famous architect are nearly
unchanged in this specificatithn

Although the price/sqm is negatively affected oaffected by being designed by a famous
architect (Table 11), modern architects have aisentable to build more space outside a
conservation area on a given plot of land (Tablélrd)see what the net effect of more (but
perhaps cheaper) space has on the value of offgegies, Table 13 regresses sales
price/curtilage on relevant hedonic controls. Nibtat unlike the regressions in Table 11
and Table 12, the variable for the number of abgneemnd floors is omitted in the first four
regressions of Table 13 because this would steavéhy effect on price/curtilage we wish
to capture in a building designed by a famous &chioutside a conservation area. In
addition, variables for whether the building isreutly in a conservation area, and whether
the building was built while inside a conservatiarea are added. The reason both are
needed is that while the first may affect the galee per sgm of the building, the second

may affect the size of the building, and both alewant when determining the price per

" A test for the equality of the coefficients on reauand pre-modern architects is rejected at théei/es
(p=0.0027).
*8 See ‘Appendix E: Occupancy rate excluded compatiso
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curtilage. White tests on the regression errorgectehomoskedasticity, and so robust
standard errors are reported for all specificatiofise results of these regressions are
displayed below in Table 13.

Table 13:Dependent variable is the natural log of (Pricaitiage sqm)

(1) (2) (3) (4) (5)
oLS OoLS oLS OoLS oLS

VARIABLES Ln(Price/  Ln(Price/  Ln(Price/  Ln(Price/  Ln(Price/

Curtilage  Curtilage  Curtilage  Curtilage Curtilage
Famous Architect outside 1.185*** 1.092%** 1.187*** 1.127%* 1.156%**
Conservation Area

(0.249) (0.234) (0.189) (0.175) (0.319)
Famous Architect -0.484**  -0.484***  -0.391**  -0.88***

(0.127) (0.109) (0.139) (0.129)
Modern Famous Architect -0.438

(0.296)
Pre-Modern Famous Architect -0.384***
(0.142)

Within Conservation Area 0.0304 0.0537 -0.0671 509 -0.0528

(0.0673) (0.0848) (0.0630) (0.0818) (0.0819)
Built in Conservation Area -0.0978 -0.157 -0.000906 -0.0344 -0.0333

(0.0718) (0.103) (0.0620) (0.0953) (0.0958)
Listed Bldg -0.0916 -0.119 -0.0951 -0.139* -0.140*

(0.0726) (0.0769) (0.0707) (0.0775) (0.0779)
Ln(Office Permission Refusal 0.0213 0.0209 0.0116 0.0131 0.0131

Rate 9yr Moving Average)

(0.0210) (0.0206) (0.0211) (0.0202) (0.0202)
Ln(Employment Density 500m) 0.282%**  (.272%*= 0.218 0.206*** 0.205%**

(0.0442) (0.0428) (0.0533) (0.0510) (0.0513)
Ln(Conservation Area Density ~ -0.00433 -0.00330 -0.0163 -0.0166 -0.0166
300m)

(0.0118) (0.0125) (0.0142) (0.0145) (0.0145)
Ln(Listed Bldg Density 300m) 0.0209 0.0249 0.0292 .03a7* 0.0327*

(0.0201) (0.0195) (0.0194) (0.0194) (0.0194)
Ln(Park and Garden Density 0.0197***  0.0192***  0.0166*** 0.0169***  0.0169***
300m)

(0.00402) (0.00408) (0.00382)  (0.00381) (0.00381)

Adjacent to Park or Garden 0.297**  0.240%** 0.189*  0.157* 0.156**
(0.0755) (0.0771) (0.0689) (0.0693) (0.0696)
Ln(Nearest Rail Station Distance) -0.00618 -0.0280 0.00149 -0.0105 -0.0102
(0.0514) (0.0547) (0.0475) (0.0500) (0.0502)
Ln(Depreciation Age) -0.0198* -0.0136 -0.0226**  0@33 -0.0133
(0.0102) (0.0100) (0.00889)  (0.00927) (0.00931)
Ln(Basements/Total Floors) -0.00714 -0.0183 -0.0055 -0.0180 -0.0181
(0.0147) (0.0141) (0.0144) (0.0135) (0.0135)
AlIC 0.602***  (0.545%* 0.475** 0.449*** 0.449***
(0.118) (0.125) (0.128) (0.130) (0.130)
EG Office Grade A/B 0.324*** 0.319*** 0.275*** 0.26*** 0.265***

(0.0703)  (0.0704)  (0.0654)  (0.0655)  (0.0658)
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EG Office Grade A
Ln(Percent Occupied)
Multiple Tenant Bldg
Ln(Parking Spaces)
Built 1950s

Built 1960s

Built 1970s

Built 1980s

Built 1990s

Built 2000s

Built 2010s

City Fringe
Docklands

Midtown

North Central

South Central
Southern Fringe
West Central

West End

Quarter Sold

Constant

Observations
R-squared

0.458%*  0.404%*  0.412%
(0.0650)  (0.0658)  (0.0579)
0.0306* 0.0249  0.0321*
(0.0156)  (0.0152)  (0.0140)
0.0543 0.00977 0.0358
(0.0552)  (0.0550)  (0.0502)
0.00554  0.00753  0.00576
(0.00545)  (0.00570)  (0.00486)
-0.131
(0.140)
-0.232*
(0.129)
-0.0991
(0.119)
-0.0905
(0.104)
-0.00719
(0.101)
0.214**
(0.0984)
-0.235
(0.611)
-0.517++
(0.102)
0.253
(0.330)
-0.0812
(0.0726)
-0.532%+
(0.204)
-0.427*
(0.202)
-0.263
(0.177)
-0.368*
(0.197)
0.216%*
(0.0921)
YES YES YES
6.020%*  6.336%*  6.692%*
(0.514) (0.528) (0.552)
513 513 513
0.483 0.508 0.591

0.362%  0.361**
(0.0587)  (0.0589)
0.0260 0.0261*
(0.0139)  (0.0140)
-0.00828 -0.00848
(0.0505)  (0.0506)
0.007940.00795
(0.00510)  (0.00511)
-0.269%  -0.269**
(0.123) (0.124)
-0.191 -0.191
(0.124) (0.124)
-0.118 -0.118
(0.113) (0.114)
-0.120 -0.121
(0.0997) (0.100)
-0.0477 -0.0483
(0.0981)  (0.0984)
0.153 0.154
(0.0941)  (0.0942)
0.104 0.104
(0.439) (0.440)
-0.541%% 0,542+
(0.0999) (0.100)
0.194 0.193
(0.322) (0.323)
-0.106 -0.107
(0.0710)  (0.0713)
-0.627+*  -0.628%*
(0.203) (0.204)
-0.445%  -0.446**
(0.199) (0.200)
-0.261 -0.261
(0.185) (0.186)
-0.369* -0.371*
(0.196) (0.198)
0.185** 0.185**
(0.0919)  (0.0924)
YES YES
6.994**  6.999*
(0.560) (0.561)
513 513
0.611 0.611

Robust standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1

Notice that in specifications 1-4 the famous aegttibutside conservation area and famous

architect coefficients are both significant, butlifferent directions. With famous architects

outside of conservation areas able to produce higheed buildings on a given curtilage,
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but famous architects overall producing lower mtitriildings. The net effect of being a
building built by a famous architect outside a @mation area is the additive combination
of the famous architect and famous architect oatswhservation area coefficients. We see
that in specifications 1-4 the interactive benefita famous architect building built in a
conservation area outweighs the negative costiasso with its design. In specification 5
the famous architect coefficient is split betweendsrn and pre-modern architects. In this
case a test for the equality of these coefficieatsnot reject the null hypothesis that they
are in fact equal (p =.8505). In the most prefespdcifications 4 and 5, the net effect of
these two factors is approximately 0.7, or roughl¥00% increase in building price for a
given curtilagé®. Of course, this result is only the gross saleepincrease and does not
account for additional costs which accrue to baddtaller and hiring a trophy architect.
Buildings inside a conservation area however wloahnot build appreciably taller may
struggle to derive sufficient compensation from thhawbacks of famous architect design,

as their coefficients are either negative or diatily indistinguishable from zero.

Table 14 utilizes a 2SLS instrument for employmeensity in specification 1, and
specification 2 is the same as the preferred dpatidn 4 in Table 13 with a control added
for the number of floors. The intention of additng thumber of floors to the estimation is
to see whether it will steal the positive signifitaeffect on famous architect outside
conservation area, since this is how we supposeudararchitects are able to increase the

price of buildings on a given curtilage.

%9 See Kennedy (1981) for the exact calculation efefiect of dummy variables in a log-log regression
which differs from a continuous variable.
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Table 14: Dependent variable is the natural log of (PriCairftilage sqm).

(1) (2)
VARIABLES IV2SLS OLS
Ln(Price/ Ln(Price/
Curtilage) Curtilage)
Famous Architect outside Conservation Area 1.187*** 0.347*
(0.275) (0.178)
Famous Architect -0.410** -0.351%**
(0.159) (0.116)
Within Conservation Area -0.0302 -0.00726
(0.0924) (0.0775)
Built in Conservation Area -0.0455 0.0203
(0.0907) (0.0886)
Listed Bldg -0.136* -0.0949
(0.0700) (0.0690)
Ln(Office Permission Refusal Rate 9yr -0.00250 0.00234
Moving Average)
(0.0408) (0.0170)
Ln(Employment Density 500m) 0.0869 0.163***
(0.272) (0.0448)
Ln(Conservation Area Density 300m) -0.0139 -0.00196
(0.0133) (0.0149)
Ln(Listed Bldg Density 300m) 0.0414 0.0396**
(0.0281) (0.0178)
Ln(Park and Garden Density 300m) 0.0160%*** 0.0156**
(0.00415) (0.00346)
Adjacent to Park or Garden 0.162** 0.156***
(0.0635) (0.0574)
Ln(Nearest Rail Station Distance) -0.00371 0.0191
(0.0398) (0.0442)
Ln(Depreciation Age) -0.0134 -0.0102
(0.00917) (0.00888)
Ln(Basements/Total Floors) -0.0178 -0.00842
(0.0113) (0.0126)
A/C 0.458*** 0.312**
(0.108) (0.130)
EG Office Grade A/B 0.267*** 0.123**
(0.0580) (0.0606)
EG Office Grade A 0.354*** 0.239***
(0.0553) (0.0543)
Ln(Percent Occupied) 0.0272** 0.0286**
(0.0113) (0.0135)
Multiple Tenant Bldg -0.00408 -0.0164
(0.0470) (0.0462)
Ln(Parking Spaces) 0.00621 0.000397
(0.00616) (0.00476)
Ln(Number of Above-Ground Floors) 0.742%**
(0.0804)
Built 1950s -0.274** -0.334**
(0.108) (0.130)
Built 1960s -0.188** -0.450%***
(0.0947) (0.118)
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Built 1970s -0.108 -0.229**

(0.110) (0.1207)
Built 1980s -0.108 -0.0665
(0.0920) (0.0912)
Built 1990s -0.0301 -0.0677
(0.0970) (0.0917)
Built 2000s 0.173* 0.104
(0.101) (0.0895)
Built 2010s 0.158 0.0206
(0.340) (0.370)
City Fringe -0.603*** -0.323***
(0.174) (0.0872)
Docklands 0.194 0.324
(0.298) (0.308)
Midtown -0.151 -0.0830
(0.128) (0.0580)
North Central -0.883 -0.389**
(0.609) (0.182)
South Central -0.580* -0.258
(0.345) (0.160)
Southern Fringe -0.359 -0.0981
(0.265) (0.163)
West Central -0.673 -0.228
(0.708) (0.174)
West End 0.0858 0.220***
(0.242) (0.0792)
Quarter Sold YES YES
Constant 8.017*** 5.921%**
(2.368) (0.521)
Observations 513 513
R-squared 0.606 0.680

Standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1
Wald chi2(14) = 773.95

As in the price per sqgm regressions, although eynpémt density is well explained by the
instruments in the first-stage (Wald=773.95), andldin-Wu-Hausman tests do not reject
exogeneity of the instrumented variable, Sargansda tests reject exogeneity of the
instruments and as we can see from Table 14 spatoifin 1, the coefficient is insignificant
in the second stage. In any event, the coefficieamtsfamous architect outside of a
conservation area and famous architect are of aimihagnitudes in the IV2SLS
specification to the OLS specifications in Table Y&th the number of floors added in
Table 14 OLS specification 2, we see that famougbitacts outside a conservation area

lose most of their statistical significance in e&sing the price of the building, and the
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negative effect of famous architect is largely wardded. In spite of the fact that the
‘Famous Architect outside Conservation Area’ vaeal significantly positive at the 10%

level, the net effect of this with ‘Famous Archifés now almost exactly equal to zero. It
therefore appears that, consistent with the resilfBable 13 and Table 9, the ability of
famous architects outside a conservation areactease the price of a building on a given

curtilage is indeed due to the fact that they aaitdaller.

The robustness checks in ‘Appendix F: Robustnessks which sequentially exclude the
tallest famous architect buildings outside cong@ma areas from the preferred
specification of floorspace/curtilage in Table 8 number of above ground floors in Table
9, and the price/curtilage in Table 13 are all cstest with the full sample results
presented above. Taken together, it appears thiadugh famous architects negatively
influence or have no influence on the price pet ahfloorspace (Table 11 and Table 12),
because of the fact that they can stack more ohitorspace up on a given amount of
land (Table 7 and Table 9), on net famous arclstappear to be able to increase the price
of buildings built on a given land area (Table 1%),long as they have the freedom to build

tall outside of a conservation area.

Discussion

Economic Rents

From Table 9 we know that famous architects outaidenservation area can increase the
number of floors in their buildings by approximat@0, with a standard deviation of about
6. This would mean that utilizing a famous arcHitgould allow a developer to go from an
original allowable building height of 8 (our sampieari®) to 28 floors. Just how valuable
is this increase in floorspace to a developer?dieioto answer this question we utilize; (i)
permissible development area land cost, (ii) grogernal area construction costs for
standard and trophy architect designed office imglsl by height, (iii) design costs for
standard and trophy architects, and (iv) net-tesgritoorplate ratios by building height
The hypothetical building in question is supposedave a 1,600frfootprint (i.e. 40m a

€0 See ‘Appendix C: Descriptive statistics’.
®1 The ratio of lettable space to gross internal @ea ‘Appendix D: Net-to-gross internal area fatio
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side squared, our sample mean) and to be locatadeinCity of London. All office

construction cost data was provided by the constnmuconsultants Gardiner & Theobald.

The data from Gardiner & Theobald shows that cowttyn cost per sgm rises most

steeply between floors 20 to 30, but is comparhtiviat for buildings both below and

above this height. This relationship is graphe&igure 7 below with the net-to-gross ratio

as a function of the number of floors.

Figure 7: Construction costs only (per sqgm) and net to gratiss as a function of building height
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Adding land and design costs to construction cessarrive at an estimate for the total

building cost. However, trophy architects chargée@ premium compared to standard

architects, and the buildings they design will gah incur additional construction costs

over-and-above that of a standard building. Esesdbr these cost differences were also

provided by Gardiner & Theobald. Figure 8 below sapt the standard total construction

cost for a standard office building, and an expensind ‘cheap’ trophy architect office

building. The expensive and cheap trophy architedtdings assume upper and lower

bound estimates for land and trophy constructisis;aespectively.
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Figure 8: Total land, construction and design costs per sgjafanction of building height
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Costs are for each lettable sqm, ie net of theaogtross ratio.

Figure 9below shows howtotal (rather than per sqm) building costs increase Wit

number of floors.

Figure 9: Total land, construction and design costs as atifumof building height
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The next step is to derive estimates for the satephat can be achieved once the building
is built and let. In order to construct these eatas we utilize the coefficients in Table 12

specification 1, and apply these to the sample meérnhe 167 buildings sold in City of
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London throughout the study period, or to the patér values assum&d These values are

displayed below in Table 15.

Table 15:City of London means and assumed values

Variable

Actual Value Assumed

Modern Famous Architect

et

Within Conservation Area

1%

Listed

1

Office Permission Refusal Rate

0.2§

Employment Density 500m

67,217

Conservation Area (f within 300m

123,207

Listed Buildings (M) within 300m

34,279

Parks & Gardens (fwithin 300m

530

Adjacent to a Park

0.07

Distance to Nearest Station (m)

Floors

8.25

Depreciation Age

Basements per Floor

0.12

AIC

Office Space Grade A

Percent Occupied

0.89

Multiple Tenants

0.28

Parking Spaces

15

tin(e)=1, i.e. the dummy variable is indicateddg form.
$In(1)=0, i.e. the dummy variable is not indicabedbg form.

%

Using these assumed values combined with the draaity time-weighte®f time-dummy

coefficients estimated from Table 12, we calcukmeestimated sale-priceltime-series

for this hypothetical building across the studyiper The results are displayed in Figure 10

2 We assume that the building to be constructeéssgied by a famous architect, outside a conservati
area, is not listed, is brand new (no depreciatigs), has A/C, and is Grade A (highest grade medsur
office space. Other independent variables are asdumbe the sample mean of those properties éxelys

located in the City of London.
% See chapter 3.
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along with estimates for the cosf/mf expensive trophy architect and standard archite
buildings by number of floors from 2000-2012 pracby Gardiner & Theobald.

Figure 10: Price per rifor ‘average’ office in City of London comparedtwbuilding costs.
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As we can see from the gap between prices and oostggure 10, there appears to be
considerable profits to be earned from securingmplay permission to build ‘tall’. This has

been true regardless of market conditions overlase decade and even assuming the
additional costs involved with employing a trophglatect. Conservatively assuming a
£7,000/nf price achieved at the time of s¥lethe 8-floor standard architect building will

earn profits off46m with a capital retuff of 186%, and the 28-floor expensive trophy
architect building will earn profits a889m with a capital return of 71%. Notice that the
trophy architect building earns 93% higher profitd)ich compares well with the 100%

increase in revenues estimated earlier from TaBlepkcifications 4 and 5. Since the two
projects are mutually exclusive, if sufficient dapican be raised, ceteris paribus the 28-

floor trophy architect building will yield greaterofits and is the superior investm®&nt

8 At current ‘prime’ and ‘grade A’ rent levels thiguld suggest very plausible yields of 7.7% and/&.9
repectively. Source: Gardiner & Theobald.

8 Although an IRR would be ideal, we define capigilirn here as simply Profit/Cost.

% The cost of capital is subsumed in constructicstso
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These results are formalized in Figure 11 below.t@mn vertical axis we have marginal
revenues accruing from the sale of a building withadditional flodY. On the horizontal
axis we have the number of floors in the buildimdyich is a close approximation to
supply.f" represents the normal height restriction imposetuldings by local councils,
which in the City of London is approximately 8 flsof* is the average floor height
achievable with a trophy architect outside a coreg@n area, which according to our
estimates is 28 floors. Andi* represents the number of floors required to eqtizge
marginal cost of an additional floor with the maairevenue of an additional floor, that is,
the number of floors at which profits are maximisetsing our cost data we find that
standard buildings will achieve maximum profitsaabut 73 floors and trophy architects at
about 65 floor¥. Profit from buildingf™ floors isw + n* (presumably with a standard
architect), and profit from building’* floors with a trophy architect is + ar. The dead-
weight loss on the famous architect project arisiega result of the increased cost of the
trophy architect needed to buifd floors relative to the standard architectdisThe fact
that trophy architects are not allowed to buildabkas they wish leads to the dead-weight
loss Br. And the total dead-weight loss to using a famarchitect compared to a world
with no height restrictions where developers of balildings can use the most efficient

construction methods b+ B + fm.

®" Note that marginal revenue per floor is downwagpslg because the net to gross ratio decreases with
building height, not because of assuming a dowdwkping demand curve with respect to additiotadrs.
Recent research by Koster, Ommeren, and Rietvéit)2show in fact that each additional 10m in heigh
adds 4% to the value of the building, in which ctée demand curve would be upward sloping given th
comparatively slow rate at which net-to-gross matiecrease with the number of floors. As such the
downward sloping revenue curve with respect totamthl floors can be viewed as a conservative
assumption.

% Standard architect and famous architect buildimgsld ‘breakeven’ under these assumptions with drd
135 floors respectively. Currently only one offimeilding in the world, the 163 floor Burj Khalifa Dubai
has more floors than this, and the office buildivith the second greatest number of floors is th& fidor
International Commerce Centre in Hong Kong
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Figure 11: Profitability of trophy architects

£/FIr
Marginal Trophy Marginal Standard

Development Cost Development Cost

Marginal Revenue

per Floor

fr=8 ft=28 f*=73 Floors

Taking our office price and cost information we astimate these additional profits and
dead-weight losses in Figure 11. Taking our abossmple we find thatg* = £3m, =

£43m, am = £46m, A = £32m, andfr + B = £45m. This suggests that for a new office
building in the City of London, height restrictiorege preventing the developer and
therefore society from realising gross gainsdof am + B + fr = £123m for buildings

by standard architects. To get an idea of the niagdeiof these losses, this £123m
represents a gross social welfare loss equivatedD0% of the total cost of the 28-floor
famous architect building, and 500% of the totastcof the 7-floor standard architect

building.

Given the substantial extra profits to be earnethfhiring a trophy architect to build tall

the natural question to ask is why developers indom do not all hire famous architects to

flex the planning controls. One potential rejointtethis critique is that the actual costs to

attempting to build tall are actually greater thihose reported here or that the additional

returns may be less certain. For instance in daéuild exceptionally tall more extensive
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and detailed environmental impact statements mayebeired, legal assistance may be
protracted, the architect may be asked to sucadgsater the building at various stages of
the planning negotiation, the planning commissiay frake additional time to deliberéte
and permission may still be ultimately refused e tocal or municipal level (Kufner,
2011). Mayo and Sheppard (2001) refer to this tgpecostly, time-consuming, and
uncertain process and outcome as ‘stochastic dawelot control’. These authors found
that the regulatory variance (riskiness) of theallggment process was more important in
reducing current supply than the actual length lahping delay. In order to assess the
actual profit incentives facing developers to Hamous architects one must also account
for the additional costs of proposing a large sadgelopment to a local authority and
rescale expected returns by a discount rate whpgrogriately takes account of the
additional planning risks. Therefore the estimdieve that profits can be nearly doubled
from £46m to £89m merely by hiring a famous ardiitill be somewhat inflated as it
does not take account of further planning and legakts and assumes that successfully
flexing planning controls with a famous architectutomatic. A further complication may
be the fact that the additional returns estimatex firom contracting a famous architect
assume that upon sale the building will have timeesaccupancy rate as the sample average
(89%). Of course in reality new developments magpeculative, and it is far from certain
that the building will have filled with tenants upcompletion. Indeed, major projects with
planning permission are routinely paused or abaadam London due to a failure to secure
a sufficient number of pre-lets on the proposed space. Unfortunately for this study, a
more formal assessment of these additional costsiacertainties will remain the domain

of future research.

Regulatory tax

It may also be instructive to compare the ‘reguiatax’®

produced by this dataset with
the results originally reported in Cheshire andbkiil (2008). Following Cheshire and

Hilber we define the regulatory taat timet in locationj to be;

% Kufner (2011) suggests that these additional sgry demands increase the duration of the planning
approval process for tall buildings by 1-2 years.
" The concept of ‘regulatory tax’ on new developmeas originally introduced by Glaeser et al (2005).
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R,: = = —
Y MCCy; MCC,;

1 1)

Where;

V:; = The market price of an additional square meti&face space at timein locationj

MCC.; = The corresponding marginal construction costading a square metre of an

additional floor

The regulatory tax is then the ratio of the praditbe earned on an additional floor in an
average building to the cost of adding an additidlu®r to this average building. As is

clear from equation (1), the regulatory tax repnésedhe magnitude of economic rents
which arise artificially from the state’s intervent in the land market, since without this
intervention the long-run trajectory of equatior) (tould equal zero. In effect, the state
could ‘tax’ rents in an unregulated market at tame rate of the regulatory tax, and total
rents plus tax would rise to the current reguldeal of rents alone, at least in partial

equilibrium.

Using our dataset, capital values are construcyesubmarket location by calibrating the
estimated coefficients of Table 12 specificatiorwith the average values of only the
buildings located in their respective submarketse Tesults are displayed in Figure 12

below.
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Figure 12: Estimated regulatory tax (RT) by submarket
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Note that unlike the estimates of the regulatogryitaCheshire and Hilber, in this paper the
regulatory tax differences between submarkets astithis constant between years. This
constant difference is an artefact of our hedositnm&tion procedure which pools sales
among submarkets and years without an interaction.tTherefore, the truest comparison
we can make with the Cheshire and Hilber papdra2000-05 average shown in Table 16
below*.

Table 16:2000-05 Average regulatory tax comparisons

2000-05 Average

Cheshire & Hilber (2008) Current Study
City 4.63 2.38
West End 7.91 3.86
Docklands 3.24 2.79
Hammersmith 2.10 1.99

As we can see, our estimates of the regulatonataxoughly half the magnitude of those
calculated by Cheshire and Hilber for the City &mel West End, and close to parity for the

Docklands and Hammersmith submarkets. In all casesever, the averages in Table 16

L Cheshire and Hilber’s (2008) regulatory tax datly @o up to 2005, and our data only goes baclo@n2
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are below those estimated by Cheshire and Hilbeer& are a number of potential causes
of this difference. To begin with, unlike this syu@heshire and Hilber do not have access
to capital values directly, but rather imputed therth data on effective rents and capital
yields. Furthermore the source of our respectiv@ data is different, with Cheshire and
Hilber applying data from Davis Langdon whilst thetudy employs the construction
consultants Gardiner & Theobald. But perhaps thetrikely source of this discrepancy
lies in the difference between how the quality pace in each study is graded. While
Cheshire and Hilber calculate their measure ofrégeilatory tax from only ‘prime’ space,
this study was limited in the fact that it couldynose an independent grading of the office
floors in the building (whether A, B, or some oftlpin order to assess its overall quality.
Therefore the highest building-grade category instudy is almost certainly less accurate
than Cheshire and Hilber, and potentially biasedrdward. Of course, it could also be the
case that actual levels of the regulatory tax mdeed less than those measured by Cheshire
and Hilber. At this juncture only future researchl ¥ell. Regardless of the regulatory tax
differences seen in Table 16, in both cases oumatgd regulatory taxes for all London
submarkets are above unity for all time periods amdrages between 2 and 3. These
findings corroborate the severity of the gross aoapsts to building regulation in London

and underscore potential problems with the restaness of the current planning regime.

Of course the above analyses only examine the gaxts of a single hypothetical building
and omit the aesthetic and other benefits which ral®p arise from building height
controls. Therefore if welfare maximisation is tdesired economic goal, one cannot
directly draw normative conclusions about the appateness of current policy from these
results. To estimate the net social welfare lossgfie associated with building height
controls would require estimation of the valuelodge ancillary benefits and estimation of
a general equilibrium model of the entire officerke. Although these further extensions
are beyond the possibilities of the data, theredssiderable anecdotal evidence that
suggests that the quality of the architecture pcedun London in the fbcentury was low

following the repeal of statutory height restrictsoin 1956, but increased after problematic
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codes in planning law were removéend local planning authorities were given greater
independence and discretion. For instance, we @arfresm the hedonic estimation in Table
12 specification 1 that the decade built dummyaldds reduce sales prices the most for
buildings built in the 1960s and 1970s, but graguaicrease towards positive values
starting from about the 1990s. Indeed, it was a rmom view among real estate
practitioners that post-WWII buildings looked asough they had been designed by
‘chartered accountants’, and that the rebuildinglaaged buildings during the war was
unfavourably reminiscent of the notoriously haphdz&constitution of London following
the Great Fire of 1666 (Marriott 1989, pp. 28,88¢rhaps an even more objective metric
for the low quality of office space characteristhgs period was the marked divide at the
time between the costs of speculative office dgualents with those commissioned for the
client's own occupation; with the former costing Bds to £7 per square foot and the latter
£8-£10 in the years 1957-1967 (Marriott 1989, pp.2& such it appears that the current
planning regime is at the very least an aesthetprovement upon its immediate post-war

predecessor.

It is interesting to speculate as to whether theslibgpers’ predilection for low quality office

space in great quantity following the removal oigheé restrictions in the 1950s was in fact
exacerbated by the earlier imposition of these vestrictions. It may be the case for
instance that this artificial supply constraint hédven prices to such high levels that
budget constraints on the part of most tenantsamdcome effectvhich led to greater

demand for an inferior good: low quality office spaThis is plausible since, after labour,
one the most significant costs to business sembastries is office rent. If this were true,
the original restrictions on building size enactedthe 1890s would have provoked
aesthetic impacts in the marketplace that ran aontio the statute’s putative intention

(Mises, 1929). Furthermore, once this state ofiraffaxisted, further regulation at the

2 For instance, under labour’s Town and Country filegmAct 1947 a local authority which refused or
revoked planning permission could be obliged to pensate the developer for their total abortive
expenditure up to the time of revocation. Furtheem 1954 the Conservatives appended the lalato t
compensation must also include the developmenteuakt, profit and all. While these laws stood sthe
requirements made it prohibitively expensive fa HCC, or any other planning authority, to refuse a
application of any size (Marriott 1989, pp.172)tiNally this had the effect of handcuffing coundds
prevent developments that it felt were in the ie$és of the developer but not the community.
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planning level would have been required to enshat tininspired developments did not
pollute the existing building stock for the foreabke futuré®. This is of course just one
possible scenario. Equally plausible explanatiamsttie change in the desired quality of
office buildings in the 1950s, 1960s and 1970suidel pure changes to social preferences
or construction technolody At the present the data does not permit us toridignate

among these competing claims.

Conclusion

Tall buildings are controversial additions to madeities. Although they may block out
light, obscure views, funnel winds, and changeaésthetics of the skyline, tall buildings
can also bring benefits such as higher densitemanic efficiency, and attractive design.
In recent decades a political process has beeorétiw London selecting for tall buildings
which are deemed by city planners to provide tleagst of these benefits. In making this
assessment planners may use architectural fame asdible signal for architectural
quality, which by its very nature is subjective aspleculative. In accord with official
statements, this research has demonstrated thatipok allow famous architects to build
taller and to sell their projects for more. Outsiofeconservation areas the effect of a
famous architect was found to yield 20 additiodabifs to an average building and 100%
greater sales revenues for the developer. Usingteantion cost data from Gardiner &
Theobald this paper was also able to demonstratetiiese additional revenues were able
to increase the development profits diigh quality office building in the City of London
from £46m to £89m. In sum, there are significanbrenic rents to be earned from

successfully commissioning a famous architect i@hall.

Although efficient levels of good architecture aedoubt desirable, when viewed through
the lens of public choice, using famous architeéotbuild taller may lead to additional
social losses in the form of competitive rent-segkiKrueger (1974) showed how import

licensing in a hypothetical economy led to botHfinencies in the composition of output

3 Since office stock is durable and considerablesiigment would be required to bring prices
back in line with market fundamentals.
" Although these explanations appear to sound nile€jlist-so stories’.

88



and welfare losses as a result of competition for énésnses. In her model, competitive
rent-seeking with selective supply restrictionsdquaed greater social losses than the case
where legal prohibitions were absolute. The sitwatdof developers in London may be
roughly analogous. Hiring famous architects, buiddito their higher standard, and
navigating the additional planning scrutiny imposedbuilding tall is expensive. However
unlike the stylized case of Krueger, in the presamitext not all of this activity may
necessarily be considered wasteful. Again, to #terg that this competitive process leads
to buildings which better mitigate negative impaatsl accentuate potential benefits of
building tall, the resulting building stock may peo socially superior to the non-

competitive case (for example allocation of talllding permission by lottery).

The result that famous architects do not increbsesale-price per sqm of office buildings
is an important contribution to the literature. dtgh previous studies identified here
found a positive effect on both officially recogeiz and subjectively ‘good’ office
architectur&, all these studies save one employed rents anttamsaction prices as their
dependent variable. As a result these studies mbagapture the additional costs associated
with the ownership of an architecturally signifitdilding. If landlords can pass on some
but not all of these additional costs to tenatis,result will be lower profits and sale prices
for owners in spite of abnormally high rents fondats. If indeed this situation is true, it
would reconcile the apparent paradox between #yiepand previous research. Moreover,
the single study which utilised transaction pri¢esidentify the premium imparted by
famous architects (Fuerst et al, 2011) found thait results collapsed when they regressed
their famous architect buildings with only a sampfesimilar comparables, suggesting the
presence of deleterious omitted variable bias @i ttull sample. Although we do not test
the for sample selection bias with propensity senag¢ching as do Fuerst et al (2011), the
hedonic model employed here has almost twice thember of controls, includes the
crucial variable employment density, and our salsgances are correctly time-weighted. A
further potential problem with their original ansiy is that 63% of their sample of famous

architect buildings originates from a single aretitiral firm (Skidmore, Owings, and

" Hough and Kratz (1983), and Vandell and Lane ().989
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Merrill), and it is not clear whether many of thisn’s buildings were in fact designed by
architects who the authors would have considerewis by their own criterfd Again
when they restrict their sample through propensigtching, the significant effect of top-
500 architectural firms, including Skidmore, Owingad Merrill, disappears from the data.
Assuming that, consistent with our findings, famawshitects do not in fact increase the
per area-unit sale price of office buildings in twerent regulatory environment (Table 11),
the probable existence of external benefits to gamghitecture implies that the divide
between the sale price (internal benefits) of bngd with good architecture and the total
benefits such buildings provide to the public maylérge. It could be inferred from this
situation that good architecture would be consiolgranderprovided by the private market.
In which case, developers would require externegrmives to enlist the services of good
architects and thereby maximize the public goode €bncession to developers who hire
famous architects to build tall may be one suchsslyboffered by the planning system
which can overcome this price gap and deliver mefficient quantities of good
architecture. However, the ability for planning teys to deliver these superior outcomes in

practice is a question of public choite

Given the degree to which land markets in Londanragulated it is not surprising that
there are rents to be earned from obtaining spegiainptions to them. What is of greater
concern however is the magnitude of these renthisss indicative of the degree to which
these regulations generate market distortions.ofiigh not the primary aim of this paper,
the data corroborates the controversial conclusio@heshire and Hilber (2008) that the
regulatory restrictiveness of the London office kearmay impose non-trivial economic

costs, though the estimated magnitudes of thesetsfivere not found to be as large as in

S Fuerst et al (2011) does not indicate which baidiin their sample were actually designed by teding
‘signature’ architects at Skidmore, Owings, and fillesvho won relevant architectural awards, andakh
buildings were designed latterly by other archiagtder the firm’'s name. Presumably these are deddry
Fuerst et al (2011) as one and the same. Thiprigtdem because the youngest founding architect at
Skidmore, Owings, and Merrill that we identified iath could be considered a ‘signature’ architect baeein
dead for 27 years at the time of Fuerst et al'dipation.

" That is to say, do planners in London have bathniicessary information and correct incentives to
efficiently realize a beautiful built environment?
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their earlier paper. Nevertheless the size of éigailatory distortions estimated here are still

substantial and cause for concern.

A further implication of this study arises from thierature on agglomeration economies.
Building taller affords greater density, which ieases opportunities to network and
exchange ideas which drive economic innovation.a@redensity also allows for more
efficient use of capital and resources, and as taralaconsequence the potential for
reductions in carbon emissions. However in spiteheSe potential benefits regulations
across the world threaten the ability of develogerexploit these efficiencies and further
drive economic progress through greater densitgiciting the services of famous
architects may allow developers to partially ciraemt regulations which would otherwise
stymie the concentration of people and ideas wivMctld naturally arise, and therefore for
the economy as a whole to exploit otherwise sugpspportunities for growth. Since we
do not have estimates of the value created by gockitecture it cannot be determined
based on our data whether or not the planning regmniondon is an institutional success
or failure. However, if the current regulatory frawork in London is too restrictive from a
social welfare perspective, then the existencdisfpglanning loop-hole is a state of affairs
to be commended (Colombatto, 2003). If on the oltfzerd the current building regulations
are not in fact excessive, then concessions ttedkarchitects to build tall may still be a
commensurate trade-off for better design and greaternational recognition. Alas, as to
answering which state of affairs characterises boigl current planning regime is

regrettably a question for subsequent analysis.

91



References

Ahlfeldt, G., and W. Maennig (2010). Substitutalyittnd Complementarity of Urban
Amenities: External Effects of Built Heritage inBe. Real Estate Economics
38(2): 285-323.

Arzaghi, M., and J. Henderson. (2008). Networkiffgtadison AvenueReview of
Economic Studie§,5(4):1011-1038

Asabere, P., and F. Huffman. (1991). Historic Desdrand Land Valuegoumal of Real
Estate Researcl®(1): 1-8.

Atisreal (2007). House View — London Vs Paris. BRé#tibas.

Ball, M. (2011). Planning Delay and the Responsagsrof English Housing Supply.
Urban Studies48(2): 349-362.

Barr, J. (2012). Skyscraper Heighturnal of Real Estate Finance and Econonidy3):
723-753.

Bollinger, C., K. Ihlanfeldt, and D. Bowes (1998patial Variation in Office Rents within
the Atlanta RegionUrban Studies35(7): 1097-1118.

Chau, K., S. Wong, Y. Yau, and A. Yeung. (2007)tdbeining Optimal Building Height.
Urban Studies44(3): 591-607.

Cheshire, P. (2005). Unpriced Regulatory Risk dm@dG@ompetition of Rules:
Unconsidered Implications of Land Use Plannibgurnal of Property ResearcB@?2
(2/3): 225-244.

Cheshire, P., and C. Hilber (2008). Office SpacpepBuRestrictions in Britatin: The
Political Economy of Market Revengeéconomic Journal118(529): F185-F221.

Cheshire, P. and S. Sheppard (2002). Welfare EcmsarhLand Use Regulatiodournal
of Urban Economic$2(2): 242-296.

Cheshire, P., and S. Sheppard (2004). Land Magretd and Market Regulation: Progress
towards UnderstandingRegional Science and Urban Economig4(6): 619-637.

Ciccone, A., and R. Hall (1996). Productivity aheé Density of Economic Activity.
American Economic Revie®6(1): 54-70.

City of London (1994). Conservation Areas in they@if London: A General Introduction
to their Character. December, 1994.

City of London (2002). City of London Unitary Dewgiment Plan 2002.
92



City of London (2007). Supplementary Planning GomaSt Paul's and Monument's
Views. December, 2007.

City of London (2010). City of London Tall Buildisgevidence Paper. September, 2010.

City of Westminster (2004). The Listing of Buildimg@f Special Architectural or Historic
Interest: A Guide for Owners and Occupiers of ldgBiildings.

City of Westminster (2004). Supplementary Planritwgdance: Development and
Demolition in Conservation Areas.

Clapp, J.M. & Giaccotto, C. (1999). Revisions irnpRat-sales Price Indexes: Here Today,
Gone TomorrowReal Estate Economic27(1): 79-104.

Colombatto, E. (2003). Why is Corruption Toleratd@di® Review of Austrian Economics
16(4): 363-379.

Commercial Estates Group (2008). Columbus Towek, &doping Report: Final.

Cowell, P., Munneke, H., and J. Trefzger (1998)ic&go’s Office Price Market: Price
Indices, Location and Tim&eal Estate Economic26(1): 83-106.

Creigh-Tyte, S. (1998). The Built Heritage in Englathe History and Development of
Government PolicyCultural Trends 8(32): 26-36.

Daunfeldt, S., N. Rudholm, and U. Ramme (2011).déstion Charges in Stockholm:
How Have They Affected Retail Revenudsansportmetrica0(0): 1-10.

Evans, A. (1991). Rabbit Hutches on Postage StaRipaning, Development and Political
Economy.Urban Studies28(6): 853-870.

Evans, A. (2004)Economics and Land Use Plannirjackwell Publishing, Oxford.

Evans, G. (2003). Hard-Branding the Cultural Cityem Prado to Prad#nternational
Journal of Urban and Regional Resear@7(2): 417-440.

Foster, C., and C. Whitehead (1973). The Layfiedgpdtt on the Greater London
Development PlarEconomica40(160): 442-454.

Frew, J., and D. Jud (1988). "Vacancy Rate and Reveils in the Commercial Office
Market," Joumal of Real Estate Researsfi): 1-8.

Fuerst, F., P. McAllister, and C. Murray (2011).sigmer Office Buildings: An Evaluation
of the Price Impacts of Signature Archite&svironment and Planning A43(1):
166-184.

93



Gat, D. (1995). Optimal Development of a BuildingeSJournal of Real Estate Finance
and Economicsl1(1): 77-84.

Glaeser, E. (2011)Yriumph of the City: How Our Greatest Invention MakJs Richer,
Smarter, Greener, Healthier, and Happi®enguin Press: New York.

Glaeser, E., J. Gyourko, and A. Saiz (2008). HauSiapply and Housing Bubbles,
Journal of Urban Economi¢$4(2): 198-217.

Glaeser, E., J. Gyourko, and R. Saks (2005). WiMashattan so Expensive? Regulation
and the Rise in Housing Pricemurnal of Law and Economic48(2): 331-369.

Gordon, I. (2006). Capital Needs, Capital Growtd &tobal City Rhetoric in Mayor
Livingstone’s London Plan. Research Paper, Lontdlondon School of
Economics.

Hall, P., H. Gracy, R. Drewett, and R. Thomas ()9T8e Containment of Urban England
London: Allen and Unwin.

Hilber, C., and W. Vermeulen (20L0’he Impacts of Restricting Housing Supply on
House Prices and Affordabilitpepartment for Communities and Local
Government, London, UK.

Hough, D., and C. Kratz (1983). Can “Good” Architee Meet the Market Tesgdurnal
of Urban Economigsl4(1): 40-54.

Inwood, S. (2005)City of Cities: The Birth of Modern LondpMacMillan: London.

Jennen, M., and D. Brounen (2009). The Effect afs@ring on Office Rents: Evidence
from the Amsterdam MarkeReal Estate Economic87(3): 185-208.

Kennedy, P. (1981). Estimation with Correctly Ipieted Dummy Variables in
Semilogarithmic Equationé&merican Economic Reviewl(4): 801.

Koster, H., Ommeren, J., and P. Rietveld (2011hdésSky the Limit? An Analysis of
High-Rise Office Buildings. SERC discussion paperl8ndon School of
Economics.

Krueger, A. (1974). The Political Economy of thenR8eeking SocietyAmerican
Economic Review64(3): 291-303.

Lizieri, C., Reinhart, J., and A. Baum (2011). Wbwans the City 2011: Change and

Global Ownership of City of London Offices. Univeysof Cambridge, Real Estate
Finance Group.

94



Marriott, O. (1989)The Property BoomnSecond Edition. Abingdon Publishing, London.

Mayo, S., and Sheppard, S. (2001). Housing Supphtlae Effects of Stochastic
Development Controllournal of Housing Economic&0(2): 109-128.

Mayor of London (2002). Interim Strategic Plannfagidance on Tall Buildings, Strategic
Views and the Skyline in London.

Mayor of London (2011). The London Plan 2011: Spddevelopment Strategy for
Greater London.

Mises, L. (1929)Kritik des Interventionismus: Untersuchengen zurt$@aftspolitik und
Wirtschaftsideologie der Gegenwd@ritique of Interventionism: Inquiries into
Present Day Economic Policy and Ideology). Traesldty Hans Sennholz, Jena:
Gustav Fischer.

Noonan, D., and D. Krupka (2011). Making-or PickMnners: Evidence of Internal and
External Price Effects in Historic Preservationi€élek. Real Estate Economics
39(2): 379-407.

Olson, M. (1965)The Logic of Collective Action Public Goods and Tiheory of Groups
Harvard University Press: Cambridge.

Pennington, M. (2000Rlanning and the Political Market: Public Choicedthe Politics
of Government FailureLondon: Athlone/Continuum.

Plaza, B. (2000). Evaluating the Influence of agea€ultural Artifact in the Attraction of
Tourism: The Guggenhem Museum Bilbao Casban Affairs Review36(2): 264-
274.

Quddus, M., M. Bell, J. Schmoker, and A, Fonzor@{7). The Impact of the Congestion
Charge on the Retail Business in Londdransport Policy 14(5): 433-444.

Secretary of State for Communities and Local Gowvemt (2008). GOL Circular 1/2008,
Guidance on the Arrangements for Strategic Planmirigondon.

Simon, R.D. (1996) Skyscrapers and the New Londairg: 1945-1991 [online[The
Electronic Journal of ArchitecturéAvailable at
http://corbu2.caed.kent.edu/architronic/v5n2/v56a.0tml [Accessed 01 July
2012].

Slade, B. (2000). Office Rent Determinants duringrk&t Decline and Recoverdournal
of Real Estate Researc?0(3): 357-380.

Sudijic, D. (2001). The Only Way Is U@bserver,10 June.

95



Sweeting, D. (2003). How Strong is the Mayor of don?Policy and Politics31(4): 465-
478.

Travers, T. (2004)The Politics of London: Governing an Ungovernabity Eloundmills:
Palgrave Macmillan.

Thibodeau, T. (1990). Estimating the Effect of Higise Office Bldgs on Residential
Property ValuesLand Economics66(4): 402-408.

Transport for London (2004). Congestion Chargingnt@al London, Impacts Monitoring
Second Annual Report.

Turvey, R. (1998). Office Rents in the City of Lamg 1867-1910The London Journal
23(2): 53-67.

Vandell, K., and J. Lane (1989). The economicsrofiigecture and urban desighaurnal
of the American Real Estate and Urban Economicedaton, 17(2): 235-260.

96



Appendix A: Policy on the location and design of tall and large buildings
Excerpted from th&€ondon Plan 2015.217.

Policy 7.7 Location and design of tall and large hidings

Strategic

A Tall and large buildings should be part of a gieshapproach to changing or developing
an area by the identification of appropriate, deresiand inappropriate locations. Tall and
large buildings should not have an unacceptablgnhdrimpact on their surroundings.
Planning decisions

B Applications for tall or large buildings shouldclade an urban design analysis that
demonstrates the proposal is part of a strategyvilameet the criteria below. This is
particularly important if the site is not identifi@s a location for tall or large buildings in
the borough’s LDF.

C Tall and large buildings should:

a generally be limited to sites in the Central Ait{ivZone, opportunity areas, areas of
intensification or town centres that have good asd¢e public transport

b only be considered in areas whose character waatlthe affected adversely by the scale,
mass or bulk of a tall or large building

c relate well to the form, proportion, compositiortae and character of surrounding
buildings, urban grain and public realm (includiagdscape features), particularly at street
level;

d individually or as a group, improve the legibilibf an area, by emphasizing a point of
civic or visual significance where appropriate, agmhance the skyline and image of
London

e incorporate the highest standards of architecar@ materials, including sustainable
design and construction practices

f have ground floor activities that provide a pagitielationship to the surrounding streets
g contribute to improving the permeability of théeesand wider area, where possible
h incorporate publicly accessible areas on the ufypers, where appropriate

i make a significant contribution to local regenierat
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Appendix B: Separately tested but omitted controls

Employment Connectivity: Travel-time Gravity

In addition to employment density, a measure oflegmpent connectivity was also tested.
This measure was constructed by randomly plottiegriumber of points corresponding to
the employment counts within each of the 546 paicsectors described above for each
year between 2000 and 2008. This plot was thenitipagd with thiessen polygons
surrounding each underground, overground, andstation, and the number of workers
working in each polygons was counted. Then for estelion the public transportation
travel-time in minutes from that station to a partar office was calculated with Google
maps. This travel time was then back-scaled t@cefthanges in public travel time speeds
according to information provided by Transport Emndon. This yearly travel-time served
as a divisor for the employment population surrangceach station, and was raised to
powers of 1 ,1.5 and 2. Then for each office themeel times for all stations according to
the date the office was sold were summed, and suneaf employment gravity for each
office was calculated. This measure is omitted ftbe hedonic analysis below as it does
not have an influence independent of employmentsitieron sale-prices, and when
employment density is omitted its significance aoéfficient values are much less, with t-

stats around 2 as opposed to 6 for employment tyensi

Labour-Force Connectivity: Travel-time Gravity

An additional measure for the connectivity of eadfice to the surrounding labour force
was calculated by; (i) taking the population ag8eb2 in each of the 983 Census Middle
Super Output Areas (MSOA) in Lond@n (i) dividing it by the public transportation

travel-time in minutes as calculated from Googlepbfiafrom the population-weighted

centroid of each that MSOAs to a particular offfceand (i) summing up this number

across all of the 983 MSOAs that office. Effectivéiis is a measure of labour force public

8 For 2001, population data from the 2001 censususesd. For years 2002-2010 official government
population estimates were used. For years 1998;200@2001 census counts were scaled back in time
geometrically according to London population estesdrom Key Population and Vital Statistics foclea
year.

® Travel-times were calculated between March andl2pf.2, and applied to previous years by using
historic public and car transportation travel-tidaga provided by Transport for London.

80 Separately raised to the power of 1, 1.5, or 2.
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transportation travel-time gravity to each offiéeseparate measure was calculated for car
travel-time and the minimum of car/public travehd in the denominator, also raised to
powers of 1, 1.5, or 2. Although all nffteof these measures were tested in the hedonic
model, the coefficients were often converse to etgimns, and never close to significance
for any iterations of the specification unless emgplent density was removed. If
employment density is removed, the co-location aehynworkers close to transportation
hubs apparently made the labour force gravity Wéem significant, with a t-stat of
approximately 2. Since employment density hastattef 6, and nearest station distance at
least had the correct sign (negative) on its coefii, it was chosen to run the preferred
model with employment density and distance to rstamstation as proxy for both
employment and labour connectivity.

Congestion Charging Zone

From February 1% 2003 a congestion charging zone was imposed fbickes entering
central London. From oFebruary 2007 to Dececmber2010 a Western Extension to
this boundary was also enforced along London’s WEsd. As a Pigouvian tax on
congestion externalities, and with demonstrablyitwmes and large effects on average
vehicle speed$, the congestion charge should theoretically haa® &n effect on land
prices within the charging zone. Although this patested controls for the congestion
charge including dummy variables, distance of theperty to congestion charging
boundary if within the zone, interactions with gw@ount of retail space in the buildffig
interactions with the number of office building kizug spaces, double interactions with the
Labour Force Connectivity by car (see above), aifterdnces between the Central
Charging Zone and the Western Extension, no statllst significant effects on the sale-

price of office space were indicated.

8 public, car, and min(public,car) travel timesseal to powers of 1, 1.5, or 2.

82 Vehicles speeds increased 30% on average witbhérging zone during peak hours (Transport for
London, 2004).

8 pPrevious studies have indicated reductions iril resi#es as a consequence of congestion chargarg. F
studies involving the London Congestion ChargeQ@eddus, Bell, Schmoker, Fonzone (2007), and for an
international perspective see Daunfeldt, RudholamRe (2011).
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Appendix C: Descriptive statistics

Table 17: Descriptive statistics of data used on building segressions

| N | Mean | Standard Deviation |  Minimum | Maximum |
Modern Famous Architect 6 - - - -
Pre-Modern Famous Architect 4 - - - -
Floorspace (sgm) 387 8,757 10,993 181 113,666
Levels 387 8.37 4.17 4 46
Footprint (sqm) 387 1,528 1,491 66 10,806
Curtilage (sgqm) 387 1,744 1,841 66 13,571
Floorspace/Curtilage 387 4.829 1.933 0.348 17.296
Footprint/Curtilage 387 0.939 0.147 0.093 1.0
Average Employment 500m 387 35,783 23,584 1,105 95,121
Built Pre-1950s 122 - - - -
Built 1950s 13 - - - -
Built 1960s 27 - - - -
Built 1970s 25 - - - -
Built 1980s 58 - - - -
Built 1990s 67 - - - -
Built 2000s 73 - - - -
Built 2010s 2 - - - -
Within Conservation Area 209 - - - -
Built in Conservation Area 90 - - - -
Listed 46 - - - -
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Table 18: Descriptive Statistics of data used on hedoniceggions

| N/Freq. | Mean |  Standard Deviation | Minimum Maximum
Modern Famous Architect 10 - - - -
Pre-Modern Famous Architect 6 - - - -
Price (Em) 513 65.89 101.05 1.45 1,111.9
Floorspace (sgm) 513 9,231 11,596 181 113,666
Levels 513 8.45 4.17 4 46
Footprint (sqm) 513 1,613 1,531 66 10,806
Curtilage (sgm) 513 1,819 1,831 66 13,571
Price (E)/ Floorspace (sgm) 513 7,025 3,097 1,492 5,477
Price (E)/ Curtilage (sqm) 513 34,594 20,705 1,584 141,427
Floorspace/Curtilage 513 4.853 1.891 0.348 17.296
Footprint/Curtilage 513 0.938 0.147 0.093 1.0
2008 Employment 500m 513 38,134 25,044 1,508 104,476
Built Pre-1950s 162 - - - -
Built 1950s 20 - - - -
Built 1960s 32 - - - -
Built 1970s 30 - - - -
Built 1980s 80 - - - -
Built 1990s 93 - - - -
Built 2000s 94 - - - -
Built 2010s 2 - - - -
Within Conservation Area 276 - - - -
Built in Conservation Area 121 - - - -
Listed 63 - - - -
City Core 167 - - - -
City Fringe 45 - - - -
Docklands 8 - - - -
Mid-Town 72 - - - -
North Central 14 - - - -
South Central 12 - - - -
Southern Fringe 17 - - - -
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West Central
West End

Sold 2000 Q4
Sold 2001 Q1
Sold 2001 Q2
Sold 2001 Q3
Sold 2001 Q4
Sold 2002 Q1
Sold 2002 Q2
Sold 2002 Q3
Sold 2002 Q4
Sold 2003 Q1
Sold 2003 Q2
Sold 2003 Q3
Sold 2003 Q4
Sold 2004 Q1
Sold 2004 Q2
Sold 2004 Q3
Sold 2004 Q4
Sold 2005 Q1
Sold 2005 Q2
Sold 2005 Q3
Sold 2005 Q4
Sold 2006 Q1
Sold 2006 Q2
Sold 2006 Q3
Sold 2006 Q4
Sold 2007 Q1
Sold 2007 Q2
Sold 2007 Q3
Sold 2007 Q4
Sold 2008 Q1
Sold 2008 Q2

17
161
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Sold 2008 Q3
Sold 2008 Q4
Sold 2009 Q1
Sold 2009 Q2
Sold 2009 Q3
Sold 2009 Q4
Sold 2010 Q1
Sold 2010 Q2
Sold 2010 Q3
Sold 2010 Q4
Sold 2011 Q1
Sold 2011 Q2

13
17
13
14
12
21
19
19
13
10
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Appendix D: Net-to-gross internal area ratio

As buildings increase in height each floor mustadeva greater percentage of space to
structural support, plant operations, and passelifterThis requirement reduces the ratio
of lettable floorspace to gross internal area asithilding increases in height. For instance,
using our sample of 387 buildings, a regressiothefnumber of lifts on the number of
floors, holding footprint constant, shows that orerage for every 5-floor increase in
height, buildings are allocated with 2 additionit! It is easy to see how, as a building of
a given footprint is designed taller, its lettabléice space would gradually be *hollowed
out’ by these structural requirements.

Table 19: Lifts per floor

(1)
VARIABLES OoLS
Number of Lifts

Footprint 0.00143***
(0.000171)
Floors 0.395***
(0.0863)
Constant -1.580**
(0.691)
Observations 387
R-squared 0.757

Robust standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Floors was tested simultaneously but found insignificant
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Appendix E: Occupancy rate excluded comparison

Table 20 below compares regressions which includeanit building occupancy rate in
order to see whether a positive effect of famowubitect on sale price is being subsumed
by the occupancy rate variable. As the modern aretnpdern famous architect
coefficients do not change by more than 1 standam with the exclusion of occupancy
rate, we can see that the inclusion of the occupeate variable does not significantly alter
the result that modern and pre-modern famous a&akithave no effect and a negative

effect, respectively on office building prices it of floorspace.

Table 20: Testing whether a positive effect of famous archite sale-price is ‘stolen’ by the occupancy rate
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1) (2)
VARIABLES OLS OoLS
Ln(Price/ Ln(Price/
Sqm) Sqm)
Modern Famous Architect -0.0309 -0.0242
(0.115) (0.116)
Pre-Modern Famous Architect -0.562*** -0.628***
(0.133) (0.133)
Within Conservation Area 0.0360 0.0309
(0.0355) (0.0359)
Listed Building -0.0129 -0.0125
(0.0506) (0.0512)
Ln(Average Office Permission Refusal Rate 0.0303** 0.0350**
9 yr Moving Average)
(0.0148) (0.0150)
Ln(Employment Density 500m) 0.156*** 0.162***
(0.0327) (0.0330)
Ln(Conservation Area Density 300m) 0.00655 0.00608
(0.00860) (0.00870)
Ln(Listed Building Density 300m) 0.0278* 0.0253*
(0.0143) (0.0145)
Ln(Park and Gardens Density 300m) 0.00954*** 0.0095
(0.00258) (0.00261)
Adjacent to Park or Garden 0.149%** 0.134%**
(0.0451) (0.0455)
Ln(Nearest Rail Station) -0.0102 -0.0135
(0.0267) (0.0270)
Ln(Number of Above Ground Floors) 0.174%+ 0.170%**
(0.0531) (0.0537)
Ln(Depreciation Age) -0.00869 -0.00803
(0.00665) (0.00673)
Ln(Basements/Total Floors) -0.0205** -0.0217***
(0.00819) (0.00828)



AlC 0.223*** 0.216***
(0.0781) (0.0790)
EG Office Grade A/B 0.0306 0.0458
(0.0429) (0.0431)
EG Office Grade A 0.0881** 0.110***
(0.0390) (0.0389)
Ln(Percent Occupied) 0.0268***
(0.00793)
Multiple Tenant Building -0.0996*** -0.0881***
(0.0334) (0.0336)
Ln(Parking Spaces) 0.00433 0.00609*
(0.00347) (0.00348)
Decade Built YES YES
Quarter Sold YES YES
Submarket Dummies YES YES
Constant 5.888*** 5.874***
(0.391) (0.396)
Observations 513 513
R-squared 0.630 0.621

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1
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Appendix F: Robustness checks

As shown in Table 2, there are four buildings ie gample built by famous architects
outside a conservation area. All of these buildivwgse built post-1956 after the statutory
height regulations were abolished. As a robustohssk for Table 8, Table 9, and Table

14, in the following tables we sequentially remdiiese building observations from the
sample according to their height from tallest tortbst.
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Table 21: Floorspace/Curtilage robustness check

(1) (2) 3) (4)
VARIABLES OLS oLS oLS oLS
Floorspace/ Floorspace/ Floorspace/ Floorspace/
Curtilage Curtilage Curtilage Curtilage
Full Sample Omit Tallest Omit 2 Tallest  Omit 3 Tallest
Famous Architect outside 3.255%** 2.909*** 2.842%** 2.150%**
Conservation Area
(0.528) (0.476) (0.609) (0.465)
Famous Architect 0.137 0.136 0.137 0.140
(0.320) (0.321) (0.322) (0.321)
Built in Conservation Area -0.488** -0.492** -0.492 -0.494**
(0.227) (0.226) (0.226) (0.227)
Average Office Permission -14.89*** -14.90*** -14,92%** -15.03***
Refusal Rate
(3.649) (3.638) (3.646) (3.655)
Built 1950s 0.184 0.182 0.183 0.186
(0.388) (0.388) (0.388) (0.388)
Built 1960s 1.012* 1.010* 1.010* 1.012*
(0.595) (0.595) (0.595) (0.595)
Built 1970s 0.703** 0.702** 0.702** 0.706**
(0.332) (0.331) (0.331) (0.331)
Built 1980s 0.361 0.359 0.359 0.362
(0.307) (0.304) (0.304) (0.304)
Built 1990s 0.727** 0.739** 0.740*** 0.733**
(0.254) (0.255) (0.256) (0.256)
Built 2000s 1.402*** 1.402%** 1.402%** 1.414%*
(0.268) (0.267) (0.267) (0.269)
Built 2010s 0.183 0.188 0.189 0.187
(1.074) (1.070) (1.070) (1.079)
City of London -1.190** -1.172** -1.173* -1.206**
(0.514) (0.510) (0.510) (0.516)
Docklands 1.857*** 1.680** 1.679** 1.673**
(0.644) (0.702) (0.702) (0.703)
Average Employment 500m 1.47e-05** 1.44e-05** 145 1.46e-05**
(6.42e-06) (6.44e-06) (6.47e-06) (6.50e-06)
Constant 5.410*** 5.418*** 5.421*** 5.429***
(0.521) (0.520) (0.522) (0.523)
Observations 387 386 385 384
R-squared 0.278 0.250 0.236 0.225

Robust standard errors in parentheses

*#* p<0.01, ** p<0.05, * p<0.1
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Table 22: Total above ground floors robustness check

(1) (2) 3) (4)
VARIABLES oLS oLS oLS oLS
Floors Floors Floors Floors
Full Sample  Omit Tallest Omit 2 Tallest Omit 3 Tallest
Famous Architect outside 19.99*** 16.11** 8.436*** 5.142%**
Conservation Area
(5.882) (6.478) (2.374) (0.741)
Famous Architect -0.697 -0.697 -0.579 -0.564
(0.573) (0.570) (0.566) (0.566)
Built in Conservation Area -1.139*** -1.205%** -125%** -1.235%**
(0.271) (0.255) (0.253) (0.253)
Average Office Permission 3.654 2.725 0.643 0.131
Refusal Rate
(10.44) (10.32) (10.16) (10.18)
Built 1950s 1.350%** 1.3471%** 1.369%** 1.384***
(0.363) (0.362) (0.364) (0.365)
Built 1960s 5.333*** 5.324%** 5.319%** 5.333***
(2.472) (1.475) (1.480) (1.480)
Built 1970s 2.419%** 2.439%** 2.466*** 2.485%**
(0.674) (0.670) (0.669) (0.670)
Built 1980s 0.295 0.364 0.403 0.418
(0.310) (0.290) (0.284) (0.284)
Built 1990s 1.185%** 1.335%** 1.510%** 1.477%*
(0.352) (0.337) (0.314) (0.312)
Built 2000s 2.034*** 2.061*** 1.994*** 2.056***
(0.358) (0.331) (0.315) (0.313)
Built 2010s 1.331 1.369 1.449 1.443
(1.586) (1.583) (1.591) (1.633)
City of London -0.0139 -0.00486 -0.160 -0.313
(2.290) (1.248) (1.211) (1.216)
Docklands 4,158* 2.141* 1.982** 1.954**
(1.964) (0.965) (0.950) (0.953)
Average Employment 500m 3.26e-05*** 3.05e-05** 22505** 2.73e-05**
(1.21e-05) (1.21e-05) (1.17e-05) (1.17e-05)
Constant 4.,734%** 4.883*** 5.251%** 5.289***
(1.257) (1.250) (1.219) (1.220)
Observations 387 386 385 384
R-squared 0.468 0.369 0.282 0.260

Robust standard errors in parentheses

*#* p<0.01, ** p<0.05, * p<0.1
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Table 23: Price/Curtilage robustness check

(1) (2) (3) (4)
oLS OLS OLS OLS
VARIABLES Ln(Price/ Ln(Price/ Ln(Price/ Ln(Price/
Curtilage) Curtilage) Curtilage) Curtilage)
Full Sample Omit Tallest Omit 2 Tallest Omit 3 Tallest
Famous Architect outside 1.156%** 1.031*** 0.956*** 0.932***
Conservation Area
(0.319) (0.320) (0.322) (0.330)
Modern Famous Architect -0.438 -0.428 -0.424 -0.422
(0.296) (0.296) (0.297) (0.296)
Pre-Modern Famous Architect -0.384** -0.378*** B+ -0.382%**
(0.142) (0.142) (0.142) (0.142)
Within Conservation Area -0.0528 -0.0536 -0.0548 .0580
(0.0819) (0.0822) (0.0823) (0.0825)
Built in Conservation Area -0.0333 -0.0405 -0.0391 -0.0404
(0.0958) (0.0961) (0.0962) (0.0965)
Listed Bldg -0.140* -0.139* -0.138* -0.138*
(0.0779) (0.0777) (0.0776) (0.0777)
Ln(Office Permission Refusal 0.0131 0.0135 0.0134 0.0140
Rate 9yr Moving Average)
(0.0202) (0.0202) (0.0202) (0.0202)
Ln(Employment Density 500m) 0.205*** 0.193*** 0.1%% 0.193***
(0.0513) (0.0523) (0.0523) (0.0525)
Ln(Conservation Area Density -0.0166 -0.0173 -0.0172 -0.0172
300m)
(0.0145) (0.0144) (0.0144) (0.0145)
Ln(Listed Bldg Density 300m) 0.0327* 0.0504** 0.050 0.0527**
(0.0194) (0.0211) (0.0209) (0.0208)
Ln(Park and Garden Density 0.0169*** 0.0169*** 0.0170*** 0.0170%***
300m)
(0.00381) (0.00378) (0.00378) (0.00383)
Adjacent to Park or Garden 0.156** 0.146** 0.149** 0.148**
(0.0696) (0.0700) (0.0703) (0.0720)
Ln(Nearest Rail Station Distance) -0.0102 -0.000209 1.12e-05 -0.000338
(0.0502) (0.0507) (0.0507) (0.0510)
Ln(Depreciation Age) -0.0133 -0.0133 -0.0133 -0®13
(0.00931) (0.00931) (0.00931) (0.00929)
Ln(Basements/Total Floors) -0.0181 -0.0181 -0.0176 -0.0172
(0.0135) (0.0135) (0.0135) (0.0136)
AlC 0.449*** 0.443** 0.444%* 0.444%**
(0.130) (0.127) (0.127) (0.127)
EG Office Grade A/B 0.265*+* 0.263*** 0.261*** 0.28***
(0.0658) (0.0657) (0.0656) (0.0658)
EG Office Grade A 0.361*** 0.368*** 0.370*** 0.371*
(0.0589) (0.0587) (0.0589) (0.0590)
Ln(Percent Occupied) 0.0261* 0.0264* 0.0263* 0.0261
(0.0140) (0.0140) (0.0140) (0.0139)
Multiple Tenant Bldg -0.00848 -0.00210 -0.00193 0aRB34
(0.0506) (0.0509) (0.0509) (0.0511)
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Ln(Parking Spaces) 0.00795 0.00824 0.00811 0.00822
(0.00511) (0.00508) (0.00508) (0.00510)
Decade Built YES YES YES YES
Submarket Dummies YES YES YES YES
Quarter Sold YES YES YES YES
Constant 6.999*** 6.991*** 7.006*** 7.049%**
(0.561) (0.569) (0.569) (0.578)
Observations 513 511 510 507
R-squared 0.611 0.607 0.602 0.600

Robust standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1
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Chapter 2 Transition

The previous chapter presented research on théyabfl famous architects to relax
building size restrictions in the tightly regulatedndon office market. The substantial gap
between the sale price and cost of additional saceegulatory tax) shows that these
restrictions appear to be highly distortionary, asc result sizeable economic rents can be
earned from successfully flexing the planning systeith famous design. Naturally, this
knowledge has direct relevance to developers wistongenerate superior capital returns
on their investments via building as tall as pdssiHowever, the existence of these sizable
economic rents should also be recognised as impoetddence for local and national
governments regarding the economic costs imposedhéycurrent regulatory regime.
Unless it can be shown that the added aesthetiefibederived from these strict policies
recoup these substantial losses, a more permisiEvelopment framework for London
should be considered.

Consistent with the work of Cheshire and HilberQ&) this paper also found that the
estimated regulatory taxes varied considerably sscioondon submarkets due to local
differences in the price of space. As will be shawithe following chapter, this intra-city
price variation appears to be at least partiallg ttu differences in the restrictiveness of
development control across local administrativeraauies, which roughly correspond to
the recognised extent of these submarkets. It sabbsequently be shown that this
submarket price variability has important implicats for the construction of an accurate
repeat-sales price index for London in practice péticular, we will demonstrate that
submarket price effects bias estimated price lewelsa city-wide index due to the
unrepresentativeness of the observed sale-multiptpsired for repeat-sales indices. Thus
the very factors which drive economic rents andeptially superior development profits in
London on the one hand, may lead directly to measant problems in price index
construction on the other.
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Chapter 2: Spatial heterogeneity in commercial repeat-sales indices

Abstract

This study investigates sources of bias in comrakreipeat-sales price indices (RSPI) by
constructing an RSPI for the central London officarket, and examining sources of index
change relative to the market as a whole. We flrat very local employment density

changes and the restrictiveness of new developmehe relevant local authority impose

substantial biases on estimated price levels becapeat-sales occur disproportionately in
areas where changes in these attributes differ aordpto the stock as a whole.

Furthermore, when employment density changes athpig restrictiveness are controlled
for, submarket dummies and a Heckman'’s correcoorufhobserved sample heterogeneity
lose their ability to explain index levels. Thegadfngs are consistent with the conjecture
that employment density changes and developmentictageness are the key external

drivers of RSPI bias in the central London officarket.
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Introduction

Accurate estimation of price-levels in real estatas difficult as it is important. As an asset
class real estate accounts for over £5 trillio2@¥% of gross wealth in the UK (Office for
National Statistics, 2012). Clearly the price irdichat measure this wealth are important
performance benchmarks for industry, and can helfket participants identify when price
changes are at odds with market fundamentals. Hexveince real estate — particularly
commercial real estate — is in general highly legfeneous and infrequently traded, the
estimation of accurate and timely price indicesfraught with difficulty. Among the
competing strands of price index construction meathagies, repeat-sales indices have
become increasingly popular as a tool for measuesglential and commercial real estate

prices and movements in th&m

The repeat-sales method of index construction serdgglly a fixed effects approach. By
differencing sales occurring at separate pointinie it is possible to implicitly control for
property characteristics. This contrasts with héclgmice indices where the universe of
relevant controls for property characteristics maesidentified and obtained. Furthermore,
if one assumes temporal and spatial parameter amrnst knowledge of the correct
functional form of the model in repeat-sales iglevant, whereas in the hedonic case this
decision is crucial (Cropper, Deck, and McConnEdi88). Of course, annternal building
attributes which change during the holding peridde( to say, capital improvements or
depreciatiof) will naturally bias the index. Although one cowttempt to model capital
improvements hedonically within a repeat-salesaggjon, researchers generally deal with
deliberate building changes by removing these ehsens from the sampleExternal
changes to the building’s environment on the otiard, will not necessarily bias repeat-
sales. It is hoped in fact that the inter-periost@@movements which arise from changes
external to the building will be reflected in thedex. It is only when external changes are

unrepresentative of the market as whole that sactoffs become problematic in a repeat-

8iSee Case and Shiller (1989), and Geltner andkelski (2007).

8 Until recently depreciation was not modelled, disear specification of this variable would be il
collinear with the holding period. In recent yehosvever research has circumvented this problem by
modelling the depreciation rate non-linearly (Chélang, and Yiu, 2005).
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sales regression. For instance, it is correctdoall transportation improvements to register
in the price levels of a repeat-sales index. HoweWeahe second-sales in a repeat-sales
index consisted of only the houses sold within Zay, of new stations following the 1999
jubilee line extension in London, this particulaaingple of properties would not be
representative of price movements accruing to tiigeshousing stock across all of inner
London (Gibbons and Machin, 2005). In a similarnyaieal estate price indices based
solely on samples of sold properties may not adelyrarepresent the population of
properties due to the potential for sample-selacb@ms. Note that by contrast a hedonic
index which consisted solely of Gibbons and Machsample could still produce unbiased
price levels so long as transportation connectidiffyerences were correctly controlled.
This sample sensitivity is a fundamental differefi®ween hedonic and repeat-sales
indices. Of course, like repeat-sales indices, hiedmdices can also be subject to sample

selection bias. However, the scope for these pnabia hedonic indices is relatively less.

The repeat-sales method, as introduced in the sémiticle by Bailey, Muth, and Nourse
(1963), can be derived from the hedonic methoevdfassign the logged first and second

sale price of propertyasP} andP?, respectively, in logs we have;

J T
P! = Z BiX} + z I.D} + €} @)
j=1 t=1
J T
P = Z BiX7 + Z I,D? + €} (3)
j=1 t=1

Where;

P? = Log sale price for sale number 1,2

B; = Coefficient onX;
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ij = Log characteristigof propertyi for sales = 1,2
I, = Price-level at timé
D7 = Dummy variable indicating sate= 1,2 at timet
e/ =i.i.d. error term for propertyand sale = 1,2.

Assuming property characteristics are constant d&etw sales, ViVj(X}j:XiZj,

differencing equation (3) with equation (2) yields;
T
PiZ_Pilzzlt(th_Dtl)+#i1'2 (4)
t=1

Where uj? = €2 — €}. If we assume that sales 1 and 2 occur at timand t + T,

respectively, the estimation equation becomes;

Pt =Pl =l — L+ (5)
Index estimateg; represent the cumulative price index for timeand can then be anti-
logged and corrected for transformation Bias produce the unbiased nominal estimates of
the price index.

This study investigates the existence of bias repeat-sales index of commercial office
property in London, and identifies potential sogroéthis bias. It is found that exceptional
local employment density changes (long thoughtealsignificant determinant of office
demand and prices) not only cause properties tavitel greater probability, but that these

density changes bias commercial repeat-sales imdloees upward. In addition, the repeat-

8 See Kennedy (1981) and Giles (1982) for the catimn of the transformation-bias correction.
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sales in our sample tend to be located in placasate spatially unrepresentative of the
distribution of actual offices across central Londeelatively clustered around the City of
London)., and since price movements across Londdmarkets vary to a considerable
degree, this unrepresentativeness is expressedepeatrsales index price levels.
Furthermore, we find that the different price moeens across submarkets can be linked to
the restrictiveness of supply in the correspondimgpl authority ared. Because these
effects are not constant over time, the bias thgyart is more damaging to the usefulness
of repeat-sales indices because index correctianaat be generalised (Steele and Goy,
1997).

Literature Review

A fundamental question with regard to all transactbased indices, whether derived from
hedonic or repeat-sales methodologies, is the exbewhich sold properties are actually
representative of the property stock. That is §g sdnether the prices of the properties that
have sold are reflective of the unrealized rethiat tvould have been achieved had all the
unsold properties also in fact sBldA natural target for price indices is the central
tendency of the distribution of price levels in arket (Wang and Zorn 1999). In a
regression context, this estimated central tendemayeanwill be biased when one or
more of the independent variables are correlatdd thve error term. This can happen in the
case of omitted variables or measurement errorshwémd up in the error term. When this
happens, any regressors that are correlated vatmtemeasured or unspecified factors will
end up proxying for them, and one cannot intergsimated price coefficients as an
accurate gauge of their true effect. In a priceeindegression this leads to inaccurate
estimates of price-levels and changes. Althougleaepales regressions do not in general
suffer from this type of problem, they do possesaracteristics that particularly expose
themselves to sample selection bias. Among thetbe ifact that because the index is based

on repeat-sales rather than all sales, only aidrm¢usually around a third) of any given

87 Although central London submarket definitions &mehl planning authority (LPA) boundaries are not
perfectly coincident, the submarket and LPA bouiegsfior the uniquely permissive City of London are
approximately equal (see Figure 25).

8 An analogous problem in appraisal-based indicéseisepresentativeness of the portfolio of prapsrt

comprising the index.
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sample of sales will be able to be matched withale-pair. Of course, the remaining
observations must be discarded and this is an iplEiewuse of transaction information. In
addition, even when sale-pairs can be matchedethdting sample of repeat-sales has been
found to be often (but not always) unrepresentativéhe population of properties. This
may come about because, by construction, a repés-sdex is composed primarily of
those properties which transact relatively freqlyer@ne of the ways in which repeat-sales
have been shown to vary is that residential praggenvhich are resold ‘rapidly’ often
appreciate at different rates (generally higheantproperties which take more time to sell
between sales (Case, Pollakowski, and Wachter 188¥;Clapp and Giacotto, 1999). In
their research these authors attribute this ette¢he possibility that these rapidly resold
properties have been improved structurally or cos@iéy between sales, but that this
information is not available to the researcherhsd they could exclude these observations
from their analysis. Other research by Steele any (2997) found that the first-sale of
repeat-house-sales in their sample sold for aivelatiscount, which imparted a positive
bias to their price index. They explained this giraenon by hypothesizing that repeat-
sales properties were being held by an opportugerbwith exceptional ability to time the
market. On the same token other research by MeedeWallace (1997), and Clapp,
Giacotto, and Tirtiroglu (1991) failed to find astgmic difference between properties sold
once and repeat-sales, and research by Clapp awdt@®i (1992), while finding selection

bias in repeat-sales, saw no effect on their pridex for time periods greater than 3 years.

Dombrow, Knight and Sirmans (1997) examine soudfdsias in repeat-sales regressions
related to changes in unobserved property charstotsrand the temporal instability of
estimated parameters. When adding controls in aategales regression for whether a
house was vacant at the time of sale and whetHewhmarket financing was achieved,
they found that estimated price indices became #mo@nd exhibited less volatility. In
addition, they found that the effect of house fparce on sale-prices was not constant. The
evidence that parameters are time-variable is afsa problematic for both repeat-sales
and hedonic regressions. The most common way towdtrathis problem is to divide the
sample by smaller time periods and re-estimatenpetier values each period as in hedonic

imputation. However, usually sample size limitai@revent this practice. Regardless, the
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lack of parameter stability is an insurmountablaree of bias in mechanical methods of

index estimatioff, and one can only hope that the bias in any péaticase remains mild.

In contrast to explicitly examining sources of bthat can beobserved(and if observed
explicitly controlled) Gatzlaff and Haurin (1997xtend the analysis of unrepresentative
repeat-sales by analysing the extent to which eesial repeat-sales indices in Florida may
be biased byinobservedsample selection. To do this they retain the stethdepeat-sales
regression method of Bailey, Muth, and Nourse (1968t augment it with a bivariate
sequential Heckman (1979) correction. As in thead#ad Heckman procedure, Gatzlaff
and Haurin treat the censored repeat-sales equatiom specification error in which a
variable is incorrectly omitted. As shown by Heckmtihe expected value of the error term
in this equation is not zero and therefore naiveS@istimates are biased. However by
estimating a probit model relating the probabibfysale to a set of selection ‘instruments’,
then using estimates produced from this equatiarotstruct the inverse Mills-rafiy and
finally including this variable as a control iretloriginal estimation equation this bias can
be remedied. The unique characteristic of the Heckiprocedure is that one need not
observe the potential sources of bias in one’s &amporder to control for them. Using
macroeconomic variables and house characteristicmstruments, Gatzlaff and Haurin
find significant upward unobserved sample selecbas in their sample as a result of

changing economic conditions and the variable caitipo of sold homes.

One limitation of these previous studies is non¢hein examine the existence of sample
selection bias in commercial repeat-sales indibksther do the papers which focus on
sample selection bias attempt to corroborate tingaotheses of the proximate causes of
observed bias with evidence derived from their @ctlata. In fact, altogether the author
was only able to source a single previous papeclwbkamined a commercial repeat-sales
index; the purpose of the paper was to compardtit an appraisal index (Gatzlaff and

Geltner, 1998), and another paper which investdgatemple selection bias in commercial
property, but in the context of a hedonic regres¢Munneke and Slade, 2000). This study

8 Appraisals may, in principle at least, be bett#edo capture the effects of changing parameters.
% See chapter 3 for an exposition of the calculatibiiis quantity.
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fills this gap in the literature by investigatiniget existence of sample selection bias in a
repeat-sales index of commercial office propertyLiondon, and examining potential
sources of this bias. We also extend the analyd&atrlaff and Haurin (1997) by showing
that a standard Heckman’s correction may be seafficio account for unobserved sample
selection bias in our sample, and that this biasappears when controls for local

employment density changes and supply restricts&aee included.

Data

The data on commercial office transactions in @rtondon from 2000-08 was provided
by Estates Gazette and Real Capital Analytics. A&trict ourselves to the geographic
boundary of central London as postcode sectorsarsiderably smaller in these areas than
the rest of London allowing for finer-grained arsasy Only sales occurring between 2000
and 2008 are used as these correspond with thes yearwhich we have data on
employment density by postcode sector (see belBaiyed sales were removed from the
sample if a second sale occurred less than 12 mdmim the first. This was done in
attempt to reduce the potentially biasing effectitedse so-called ‘flips’ on price index
estimation (Clapp and Giacotto, 1999). In additisales that were part of a portfolio were
removed’, as were those properties which had price movesnerteeding 50% per
annum, or which were refurbished or otherwise rettged between sales. This filtering
process represents the current best practice wigiard to repeat-sales, and is nearly
identical to that used by Real Capital Analyticsctumpute indices of US markets for
research and industry (Geltner and Pollakowski,7200he two alterations being that in
order to allow for differences between London amel S markets, the second sale of the
repeat-sales pair is deemed to be a ‘flip’ if it in less than 12 months after the first
rather than 18, and annual price movements canueted 50% per annum for all years
rather than using a rate of return which scalesneavd according to the holding perfdd

From an original dataset of 3,351 observations, filier yielded 409 office properties sold

°1 For properties which sell as a portfolio it is possible to separate individual property contiiing to the
combined sale price, and therefore these transectiannot be used to infer information about mapkiee-
levels (unless an identical grouping of properigesold in multiples).

92We do not adopt the more complex extreme retiilties bf Geltner and Pollakowski (2007) becauséhef
relatively short period under analysis and the uausolatility endemic for the period (2000-08).
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in central London sold between 2000-08 which didl Imve a repeat sale-transaction for
any years between 1990-2011, and 173 repeat-setesring in central London between
2000-08. The original pool of observations diffatgghtly from the dataset adopted in
chapter 1 of this thesis because additional sabsergations for use in the repeat-sales

index were latterly collected from Estates Gazette.

Data on the entire office stock in central Londor2002 was provided by Property Market
Analysis LLP (PMA). As of 2002, the population oéntral London buildings whose
primary function is office use amounted to 6,848dings, comprising 20.3 million fof
office floorspace. Although detailed data on tharelteristics of each of these properties
could not be obtained, the number of buildingsanhepostcode sector and total floorspace
at the postcode sector-level was made availabieeSive do not have data on the exact
address of each of these 6,848 buildings, the numbeffice buildings in each central
London postcode sector was used to construct athgpeal office stock consisting of an
identical number of office buildings dropped at dam locations in each of the 244
postcode sectors that comprise our definition oftreé London. For instance, if we know
that a certain postcode sector has 100 buildingg then a digital representation of this
postcode area is created and the 100 office latatioe plotted at random within this area
for analysis. For the 16.4 million 7vof land area in the 244 postcode sectors in this
analysis, the average level of spatial detail (gi®aeach postcode sector is 67,200sgm or a
260m sided-square (see Figure 13). Water featuoes the Ordnance Survey Mastermap
and Parks and Gardens from English Heritage wese smoved from these postcode
sectors so as to better reflect the locations witthiem where office buildings could
actually be located, and where employees could warladdition, PMA supplied data on

the gross floorspace built in central London frod®2-2011 at the postcode sector level.

121



Figure 13: Postcode sectors of central (pink) and inner Londoeen)
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The sale price and office location data is alsopkrpented with data on the number of
employees within the 244 postcode sectors unddystom NOMIS. In order to construct
local employment density, a spatial point for eaatrker was placed at random within
their corresponding postcode sector, and then uh@wnding number of points within a
600m radius for each of the 6,848 simulated offazations was calculated for each year
2000-08. The number of workers was taken from tha@ual Business Inquiry employee
analysis with 2003 SIC J and K, standing for thekiozg, finance, and business services
industries. SIC J and K were chosen as these arm#asures of employment used in the
real estate industry to model and forecast prioshough other kinds of office
employment, such as perhaps government (L), may lasimportant particularly in the
West End, it was decided to use the more convegitimeasures of office employment in
this analysis. Between 2005-2006 the employmerdsgatpossesses a structural break in
the collection methodology, and therefore our 208@0stcode sector employment counts
are rescaled pro rata using the scaling factorigeavby the ONS for London SIC codes J
and K. The employment radius of 600m was choseit eshibited the highest level of
statistical significance in a well specified hedoanalysis comparing all radial distances
between 100 and 1000 meters in 100m increments,1g5@D and 2,000 metéfs The
number of employees working within 600m of eachidng each year was then used to

calculate the employment density for each propertyach year between 2000-08.

An important caveat to bear in mind with the follag analysis with respect to postcode
sectors is the concern over the modifiable areda problem (MAUP), wherein the

conclusions drawn from spatially aggregated datay mdepend upon the particular

demarcation of the spatial aggregaffot{owever, the potential to encounter this problem
declines with the level of spatial disaggregatids.noted above, the average area of the
244 postcode sectors is roughly equivalent to ar@éter-sided square. Given that this is
less than half of the radius used to measure empaydensity (600m), we believe that the

potential for MAUP problems to jeopardize the vaiaf our findings to be small.

% Interestingly, the statistical significance of dayment numbers exhibited a perfect inverted U-ghajth
respect to different radial distances with a maximat 600m.
% For further reference see Fotheringham, Brunsaod,Charlton (2007, p.28).
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Analysis

We begin by depicting the locations of our offides and the office stock in central
London in the five figures directly below. Compayikigure 14 and Figure 15 we see that
even though office property locations appear tarddatively evenly spread east to west
across central London, there is considerably mdfieeospace located in the City of

London market to the edst

% See Figure 25.
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Figure 14: Office building locations by postcode sector 2062n{ral London only)

Source: PMA
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Figure 15: Office floorspace rhby postcode sector 2002 (central London only)
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Figure 16 below shows the location of the 409 effproperties in central London sold
between 2000-08, which did not have a repeat safesdction for any years between 1990-
2011. Figure 17 shows the location for the 173 aepales occurring in central London

between 2000-08.
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Figure 16: Sales only - never repeat-sold (409 total, 2000c88iral London, 244 postcode sectors)
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Figure 17: Repeat-sales only — second sale or more (173 gi80-08, central London, 244 postcode

sectors)
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Figure 18: Sales and Repeat-sales (582 total, 2000-08, camralon, 244 postcode sectors)
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One test that we can perform on the above data $e¢ whether all sold floorspace and
repeat-sold-only floorspace occur in proportiorthe amount of office space within each
postcode sector. If this is not the case, thenwiiismmediately suggest that sales and/or

repeat-sales are not spatially representativeeobtfice stock as a whole.

Observed sample heterogeneity
Table 24 regresses the floorspace sold per possmer on the stock of floorspace in that
sector. This analysis will test the extent to whisdles and repeat-sales are actually

occurring in areas in proportion to the amountto€k within that area.

Table 24:Proportion of Sale and Repeat-sales floorspaceis@ech postcode sector as a function of the
proportion of total floorspace in the postcode sect

) )

VARIABLES Proportion of Sold Floorspace in  Proportion of Repeat-sold
Postcode Sector Floorspace in Postcode Sector
Proportion of Total Floorspace in 0.980*** 1.028***
Postcode Sector
(0.0812) (0.138)

Constant 8.48e-05 -0.000119

(0.000443) (0.000755)
Observations 244 244
R-squared 0.383 0.191

Standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1

As we can see proportion of total floorspace isgally significant predictor for the amount
of sale and repeat-sales floorspace. The relewdhhypothesis however is that there is an
equiproportionate relationship between the two. dlgpsis tests for the coefficient on total
floorspace being different from 1 yield p-values®8048 and 0.8388 respectively, and
therefore the null hypothesis that the coefficiesgsial 1 are not rejected. Notice however
that the R-squared on repeat-sales floorspacdfishiaa of sale floorspace, suggesting that
there is greater variation (error) in the locatddrepeat-sales floorspace with respect to the
office stock. Of course, this increased error rebelld also arise partially or entirely
because there are fewer observations repeat-dadesvations (173) in specification 2 than

there are total postcode sectors (244). So althdbghfinding is consistent with the
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hypothesis that repeat-sales occur with greateorerelative to the location of the office

stock, this finding is by no means definitive.

It is informative to examine the residuals of tH®we regressions with respect to each
postcode sector, as these will highlight areas mapeng relatively greater and lower sale
and repeat-sales turnover with respect to the atnoltotal office stock. From East to
West in Figure 19 we see that sales tend to odcardisproportionately high level with
respect to the amount of office space in area sadimg the bank of England (Postcode
districts EC2R, EC2V), the area south of St PaGbshedral on the Thames (EC4V), and
along the southern end of the Holborn Viaduct nathSt Paul's Cathedral (EC4A,
EC4M), south of Covent Garden (WC2E, WC2R), andaurding Green Park station in
Mayfair (W1J). On the other hand the northern fesigand areas around the houses of
parliament in the south (SW1) experience dispropoately lower sales for their given

amount of office stock.

132



133



Turning our attention to the repeat-sales’ resisluale can see from Figure 20 that the
incidence of repeat-sales with respect to the effstock occurs with similar spatial
clustering to sales. The most marked differencevdéen the spatial distribution of sales and
repeat-sales is the relative sparsity of repeassalthe West End (W1).
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Although sales and repeat-sales between 2000-@Bttefollow the location of the office

stock on average, there is evidently a degree atiadpvariation and perhaps clustering in
these sales. Among the reasons this may be ocgusgitihat certain areas are either more
popular with speculative investors who have sharethorizons, and/or particular areas

may have experienced local changes that inducedeagrsale activity.

Central to the desirability of an office locatiathe density of employment. Locating close
to other workers may facilitate knowledge spillajesgglomeration economies, and signal
quality to customers and employees (Jacobs, 19&%e? 1990; and Duranton and Puga,
2004). Employment density also varies considerablthin a city inter-temporally.
Employment numbers in central London between 20®@r@ shown in Figure 21 below.

Figure 21: Employment levels and Repeat-sales
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Employment numbers represent Annual Business SuEwgyloyee Analysis 2003 SIC codes J and
K representing the banking, finance, and businessce industries in the 244 postcode sectors
above. Due to a structural break in 2005-6 valuegsescaled pro rata using the scaling factor
provided by ONS for London SIC codes J and K usiregpre-2005 methodology. Employment
numbers are collected from surveys administereiejptember of the corresponding year.

This inter-year variation also plays out spatiaigross central London. The images in
Figure 22 below show the change in employment tie@siross central London between

September 2000 to September 2008. The notable ekangdent from this time-series of
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images are the systemic increase in employmentitgemsross postcode sectors in the
West End, Midtown, and the City of London betwedd0®02, followed by a fall in

employment density between 2003-08 primarily ex@ered in the West End and
Midtown, with the City of London only losing emplayent density from 2003-05, and then

regaining earlier levels into 2008.

Figure 22: Spatial distribution of London employment 2000-08
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2008

Employment density change bias

If it is the case that the frequency of sales miven location is influenced by changes in
employment density, and if these local changesripleyment density are not experienced
universally across the whole market, then thiscteiéy in observed sales may impart bias
into measured price indices. To test whether enméayt density changes are different for
repeat-sales compared to the office stock as aemhelfirst construct a simulation for the
employment numbers within 600m at each of the 68#8hetic office properties within
central London for 2000-08. Then each syntheticperty comprising this stock was
randomly given a first and second sale date paintidal to one of the 173 properties which
actually sold. Using these first and second salesdne employment density change (EDC)
between these hypothetical sale-pairs was calcll&teorder to achieve greater accuracy,
employment numbers were scaled pro-rata betweeoutiient and subsequent year values
according to the month in which the property sdidaddition, for every property actually
repeat-sold, an identical number of unsold syntheffice comparisons from the same
post-code sector and with the same sale-pair eses removed from the sale sample. This
produced 6,848 — 173 = 6,675 non-repeat sold caeyrs.
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In order to compare sales with repeat-sales we @sstruct the change in employment
density over the previous year (PYEBTSimilarly for the comparison between stock and
sales, the synthetic stock was randomly assigneattal sale date from the actually sold
properties, and an identical number of sales apéatesales from the same postcode sector
and with the same sale date were removed fromdimparison sample. Therefore we have
a total of 6,848 — 582 = 6,266 never-sold compass@Ve utilize a probit regression to test
whether the probability of repeat and non-repeég 8a. non-sale is correlated with the
previous year change in local employment density.rEpeat-sales we use a probit to test

whether EDC over the holding period is similar $gnthetic and actual repeat-sales.

Table 25 Probit of the probability of sale vs no-sale omptoyment density changes.

(1) (2) 3) 4 (5)

PROBIT PROBIT PROBIT PROBIT PROBIT
VARIABLES Repeat-Sales Salest Repeat-Sales OnlgdThi No Third
Repeat-Salest Repeat-Sales
EDC 1.109%** 21147 0.657*
(0.354) (0.610) (0.388)
PYEDC 0.589 1.642%*
(0.375) (0.558)
Constant -2.164%*= -1.963*** -3.645%** -2.839%* -2227%*
(0.0476) (0.385) (0.577) (0.0975) (0.0502)
Observations 6,848 6,848 6,848 6,848 6,848

Standard errors in parentheses

*** n<0.01, ** p<0.05, * p<0.1
tSales include repeat-sales.
FThe subset of repeat-sales pairs consisting afebend and third
instance of sale (29 instances).

Interestingly we see from Table 25 specificatiothdt the EDC is higher for repeat-sales
properties than for the stock as a whole. Spetifina 2 and 3 also show that although
combined sales and repeat-sales are not relatdthtges in PYEDC, repeat-sales only are.
Therefore repeat-sales are occurring with greagguency relative to the office stock and
non-repeat-sales in areas which have experien@sdagrincreases in employment density.

Interestingly, there were 29 instances of properntidich sold three times in the repeat-

% Since non-repeat-sales are not sold twice anéfiver have no holding period, Employment Density
Change between sales cannot be used to comparenitienepeat-sales, and PYEDC is used to compare
sales and repeat-sales instead.

140



sales sample of 173. Comparing specification 45me see that these ‘third repeat-sales’
also saw even greater increases in employmenttgig¢han the repeat-sales which did not
sell again. Therefore much, but not all, of theesegbn effect of employment density

changes is in fact due to these third sales.

From the probit regression results in Table 25 alibis apparent that whereas non-repeat
sale properties do not have statistically diffel@MEDC from the office stock, repeat-sales
properties have different PYEDC than the stockrapprties and non-repeat-sales. In and
of itself the difference between repeat-sales &edadffice stock will not necessarily bias
the measurement of price-indices unless changemployment density also influence the
sale-prices achieved in repeat-sales transactionerder to test for bias imparted by
employment density changes to the repeat-sales prex, we construct a repeat-sales
price index from the 173 repeat-sales propertied iaclude a variable measuring the
change in local employment density within 600m.thie coefficient on changes in
employment density is statistically different frarero (theory and evidence leads us to
believe that it will be positive), then we can domfthat not only do repeat-sold properties
experience greater increases in employment demsiienpared to the market as a whole
(Table 25), but that this selectivity introducesias into the naive calculation of price

indices.

However, employment density changes are likelygcebdogenous with respect to prices
and therefore non-causal. Within a repeat-salesesegpn this will be the case if
unobserved building or environmentiange?’ are correlated with employment density
changes. Changes that would potentially confourel @ffect of EDC include; greater

transportation connectivity, the arrival of a newdl amenity such as a prominent retailer,

" Since the repeat-sales method is essentiallyfereifcing approach to index measurement, fixedimgl
and/or environmental characteristics will drop ofithe estimation. Note that buildings with observe
structural changes between sales (redevelopmeiffitsbishments) were removed from the repeat-sales
sample.

141



or increases in the occupancy-rate of the buildinguestiori®. A valid instrument in this
case will be both correlated with employment dgnshianges, but uncorrelated with the

unobserved building and environmental changes.

In an attempt to control for this potential endogigntwo-sets of instruments are tested
separately and concurrently. The first set comprisgh the total floorspace of office stock
within 600m of the building as of 2002, and the pbteted office floorspace within 600m
of the building between 2002-2011. The argumentirgehinstrument relevance is
straightforward. In terms of exogeneity it coulddrgued that new construction takes many
years to plan, permit, and build, and therefore @rmgnges in the local environment (cyclic
or otherwise) which may have precipitated new dgwelent may no longer be relevant by
the time the space has filled. By the same tokes ot clear whether existing office stock
is a net competitive impediment or incentive fag treation of new local amenities relative
to other areas.

The second set of instruments comes from the 188%us and consists of the density of
financial service workers, the density of finan@atvice office-workers, and the density of
all workers; all at the local authority level. Irsemilar vein to Ciccone and Hall (1996), the
rationale behind the inclusion of historical empi@nt density instruments is that places
with high employment density in the past may beotaed today in terms of employment
density increases. But if enough time has passedhistorical employment density levels

will not necessarily be indicative of areas whigiperience local amenity changes today.

Table 26 below shows the results of a restrictpeaesales index which omits controls for
employment density changes in specification 1, ifipaton 2 includes employment
density, and specification 3 and 4 instrument egmplent density with the office stock
variables and historic employment density as dsedi®bove, while specification 5 utilizes

both sets of employment density instruments. Alliges are annual since there are

% While increasing the building’s occupancy rate fasimultaneously raise local employment denskig, t
effect of greater revenue on the building salegowould falsely register as an entirely externatkageffect
(see ‘Appendix D: Results of separately testedbfaobn repeat-sales’).
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insufficient observations to produce quarterly g+ievel estimates, and all time-dummies
are fractionally time-weighted according to Bryami&Colwell, 1982° in order to minimise

temporal aggregation bias.

9 See ‘Transaction-based price indices’ in Chapter 3
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Table 26 Repeat-sales price Index including Previous Yaaployment Density Changes. Dependent variablesisatural-log of the price-relative.

1) (2) 3) (4) 5)
VARIABLES oLS oLS IV2SLS IV2SLS IV2SLS
Ln(Price- Ln(Price- Ln(Price- Ln(Price- Ln(Price-
Relative)  Relative) Relative) Relative)  Relative)
2000t 1.177%** 1.196*** 1.203*** 1.184**x 1.182***
(0.313) (0.314) (0.312) (0.309) (0.306)
2001 0.0832 0.0760 0.0347 0.00683 0.0184
(0.0890) (0.0890) (0.0906) (0.0878) (0.0896)
2002 0.0327 0.0362 0.0380 0.0487 0.0425
(0.0937) (0.0936) (0.0926) (0.0901) (0.0915)
2003 -0.110 -0.104 -0.121 -0.131 -0.124
(0.0887) (0.0887) (0.0878) (0.0854) (0.0868)
2004 0.171** 0.161** 0.136* 0.0991 0.125
(0.0794) (0.0797) (0.0801) (0.0786) (0.0791)
2005 0.114* 0.0999 0.105 0.0940 0.0999
(0.0642) (0.0651) (0.0636) (0.0619) (0.0629)
2006 0.211*** 0.208*** 0.187*** 0.171%* 0.182***
(0.0602) (0.0602) (0.0605) (0.0588) (0.0597)
2007 -0.0512 -0.0757 -0.0743 -0.0990 -0.0876
(0.0745) (0.0771) (0.0744) (0.0727) (0.0739)
2008 -0.130 -0.0864 -0.174 -0.216 -0.161
(0.175) (0.178) (0.174) (0.170) (0.171)
EDC 0.441***
(0.164)
Predicted EDC with office stock instruments 21007
(0.911)
Predicted EDC with employment instruments 3.814*
(1.009)
Predicted EDC with all instruments 2.605***
(0.885)
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Observations
R-squared

173 173 173 173 173
0.699 0.712 0.708 0.724 0.714

F-stat on inclusion of EDC variable
(p-value)

- 7.17%% 4.85% 14294  B8.66%*
(0.0082)  (0.0291)  (0.0002)  (0.0037)

Standard errors in parentheses

*** n<0.01, ** p<0.05, * p<0.1
TOmitted year dummy is 1999, which is part of thedfication due to fractional time-weighting okth
dummy variables, see chapter 3.
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As can be seen in the table above, all four cdeffts representing EDC are significant
predictors of price changes and in the expecteettiom. However it should be noted that
the office stock instruments and the historic emplent density instruments are weak:
with F-statistics on the first-stage regressiors Iésan 10 (Staiger and Stock, 1997).
Furthermore, Sargan-Hansen tests reject exogemditthe office stock and historic

employment density instrumeht$

With these difficulties in mind we can tentativehfer that employment density increases
not only raise the probability of repeat-sales, &lsb increase the resultant sale prices of
properties which then go under the hammer. In or@éruly argue causality and not mere
correlation, it is customary to invoke a story dsyvthis phenomenon may be occurring.
Perhaps the most straightforward explanation ipBkirthat the owners of properties which
pursue a second sale within the timeframe analiiged shorter investment horizons than
the general population of investors. These investoay notice that demand in their local
market has increased relative to the market as @ewhand that therefore selling now is
also an opportunity to outperform that market. Betihat this argument is subtly different
than a market-timing argument. While the marketngrargument would imply that these
owners have special knowledge of the directionutidire price movements, in our case the
owners are engaging in sales because of the adysntd doing so relative to the market.
From the point of sale, local demand could eithergase or decrease, so there is no onus
on the sellers to possess superior information ramebnus on buyer to possess inferior
information. The incentive for these owners to selthis scenario may simply be that
many are in fact professional investors who mewent to be able to look good in front of
their clients or superiors upon their next evahmtiAlternatively, like Steele and Goy
(1997), one could also invoke information asymmeéteyween the buyers and sellers of
repeat-sale properties, with sellers being morehistipated than the two. As argued by
Steele and Goy this may be plausible since reateesharkets are heterogeneous and it is
costly to undertake research, and therefore theofaame price need not hold. In particular,
informed investors could identify local trends thhé broader market wasn’'t aware of.

190 Details of the first-stage regression resultscargtained in ‘Appendix A: EDC Instrumental variafiitest-
stage regressions’.
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Moreover, although the returns from holding sucbperties would be greater than the
market as a whole, since the acquisition of thfsrmation may be costly this does not

necessarily imply that the returns accruing toe¢hasestors are disproportionate.

One potentially possibility with the interpretatidghat employment density changes are
driving repeat-sales and sale prices is that tlaldc merely be an effect of new
development. In particular, an empty office builglicould be erected, sold, then tenanted
and finally resold. In this case ‘local’ employmetgnsity increases would be associated
with both a sale and higher sale prices due totgreacupancy of the very building being
sold. Fortunately, few office developments proceethis manner in London, with many
projects being mothballed or cancelled due to la ¢tdgre-let interest. In addition, there are
only 8 buildings in our sample 173 repeat-salessgHfost sale was in the same year as the

building’s most recent refurbishment or redevelopte

Having confirmed the effect of employment denstypuice levels in Table 26 we now use
the results from this table to construct a repabgssprice index and compare these with the
Investment Property Databank (IPD) appraisal-basagital growth index for inner
Londont®. Despite the potential problems of using such vidnabased indices in
measuring accurate price-levels (further discusseshapter 3), this index is adopted here
as a comparison merely in order to confirm the glality of the estimated repeat-sale
values. A repeat-sales price index is constructechll five specifications in Table 26 in
Figure 23 and Figure 24 below. Since the year-dumeogfficients in Table 26
specification 1 represents the change in price gaah, the repeat-sales price index flows
directly from these values. To construct the inglifa specifications 2-5 however, we must
specify the levels of previous year employment dgrchange. Because we are interested
in the market-wide levels of EDC and not just téneels attributable to the properties which
have sold, we multiply each coefficient by the ager EDC across all 6,848 properties

each year. This adjustment will remove the biao@ated with employment density

1%%The inner London index consists of properties ledan the West End, Midtown, the City of Londongdan
the surrounding inner boroughs. It is the closesiggaphic analogue for the location of office sabesur
sample which IPD publishes at an annual frequency.
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increases driving repeat-sales. Furthermore, duhg¢osemi-log model specification, all

estimated coefficients are reconciled for transfaion bias according to Kennedy (1981).

Figure 23 OLS price index comparison
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As we would expect, OLS specification 1 which onaitsontrol for EDC exhibits a positive

bias relative to specification 2 which directly lmdes EDC. This bias is on average 3%
above specification 2. It is interesting to noteaeedl that the EDC correction drives index
values closer to the IPD inner London index, whishconsidered to be the industry

standard in the UK.
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Figure 24: IV2SLS price index comparison
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Comparing Figure 23 with Figure 24 we see thatthmdex estimates are secularly lower
than the OLS estimates, and importantly, also bespecification 1 which excludes
controls for EDC altogether. These results are istet# with our expectation that the
existence of EDC biases a restricted index upwspddification 1), but that since EDC is
endogenous with respect to prices due to omittebias, EDC must be instrumented in
order to yield accurate coefficient estimates. lingkcloser at these IV indices,
specification 3 using office stock instruments B C is slightly higher than the IPD index,
while specification 4 using historic employment siéyn is the lowest. Specification 5
which is composed of both the office stock and eyplent density instruments is the

closest match of all 5 specifications to the IPBex.

Although the presence of bias due to employmensitlechanges appears robust across the
OLS and IV specifications, one must use care whégrpreting the magnitudes indicated
in Table 26 because exogenous and valid instrunientSDC were not found. Therefore
the various coefficients on EDC may be inconsisterttiased (Chao and Swanson, 2005).
In spite of this fact, the results point to a nawil bias (even if inaccurately measured) of

EDC on prices and estimated repeat-sales price irederns.
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We see from the results above that the repeat-palss index more closely resembles its
IPD counterpart when it is corrected for the obedrselection effect of EDC. Although the
composition of the IPD index may also be problematithat it only reflects the particular
class of properties favoured by institutions, beeail based on regular appraisals it does
not suffer the problem of only observing the prioégproperties which are sdff. With
EDC influencing sales and sale prices, the fadt tio& all properties are repeat-sold each
period would account for the observed selectivitynid here. Even though the series above
appear visually dissimilar, in an ideal world weulbrun tests to verify whether the series
presented above are in fact statistically ‘diffeteHowever, due to the short duration of
the time-series and comparatively large size ofindeces’ time-coefficient standard errors

this is regrettably infeasible.

Submarket bias

The next section examines the possible existencanother selectivity problem with
repeat-sales, that of non-representative spatigteggtion. Consistent with real estate
market practice, research into commercial officbnsarkets has shown that not only do
submarkets exist, but that their influence is ecoically meaningful relative to the market
as a whol&2 If the incidence of sales across submarkets vdr@n year to year, and if
these submarkets have different rates of price gdaverall, then this spatial selectivity
could induce another form of bias into price indicBubmarket bias may also be distinct
from the effect of EDC, such as for instance, thpasition of tighter supply controls in a
given borough generating a relatively larger chamgerice for any given change in

demand.

Even though central London is only about 6km acréissre may be substantial intra-
market variation. From West to East the real-espaitdessionals recognise three main

192 Although an appraisal is not equivalent to a mifi@nsaction it observable and is an attempt ¢oxypfor
one.
103 See for instance Taylor, Rubin and Lynford (20@)nse and Jones (2002), and Stevenson (2007).
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submarkets within this art¥; these are the West-End, Midtown, and the City.aridon.
This paper also follows Estates Gazette (EG) sukahaefinitions and includes the City of
London Fringe (City Fringe) as a valid submarkdhwa central London. These submarkets
tend to cater to different industry clusters, witle West End predominantly tenanted by
creative industries, hedge funds and private ediritys, Midtown by legal, media and
publishing, the City of London dominated by finaal@ervices, whereas the City Fringe is
less specialised. Rental levels currently are sB5% higher in the West End compared to
the rest of central London. In terms of administratthe West End is run primarily by the
City of Westminster and to a lesser extent by Camdéidtown is divided between the
City of Westminster, Camden and the City of Londamd the City submarket is governed
by its namesake along with a sliver of Tower Hamlétreas included in the City Fringe, as
defined by EG, are administered by; Camden, Istimgind small portions of Hackney and
Tower Hamlets. A map of central London framed agfaiihe boundaries of these boroughs

is shown below.

194 Docklands/Canary Wharf is another major officeraabket, but they located in inner and not central
London.
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Figure 25: London Boroughs, Submarkets, and Repeat-salesibasat
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We also have reason to believe a priori that tinepsa selection of repeat-sales in London
could be a problem because these submarkets hatggi¢ally appreciated at markedly
different rates according to series produced by. MBreover, previous research by Hoesli,
Lizieri and MacGregor (1997) found that the pricewaments of the City of London and
the West End + Midtown office submarkets clustedsfierentially. The figure below
shows the annual capital growth of these submariete&reen 1980-2010 estimated by
IPD'®,

Figure 26: Annual IPD central London Submarkets Price-Indemparison 1980-2010
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Interestingly, the series begins in the 1980s \hth City of London exhibiting the most
year-on-year price growth. But after the propengsb of the late ‘80s, capital growth in
Midtown and particularly the West End outstripsttiod the City. Among the possible
causes for this reversal of fortune is the relatelaxation of development restrictions in
the City of London. Cheshire and Hilber (2008) a&rdbat the City of London radically
reduced its planning restrictiveness starting ftbenmid-1980s in response to the threat of
a new financial-services cluster developing inrieegghbouring Docklands. They note that

199pPD’s definition of City of London is contains botstates Gazette’s definition of City of London aBity
Fringe.
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at this time the City began to free up additiorsald for development, and fixed-plot-ratio
limits on building size were enlarged by 25% andntliinally removed with the Unitary
Development Plan 1994 (Fainstein, 1994). In subsetgyears this policy change made
possible the construction of many new skyscraperghe City of London. In contrast,
permission to build at large-scale in the West Bnd Midtown has been all but non-

existent since the late 1960s.

Moreover, as the City of London was becoming maerissive with regard to new office
development, the other boroughs in central Londogly rhave simultaneously been
becoming less so. As noted by Cheshire and HilB@og) in 1990 there was a ‘radical
change’ to the taxation of all office property a&sdhe UK with the implementation of the
Local Government Finance Act 1988. Before 1990ceffproperty taxes had been set and
collected by the local boroughs in accordance i General Rate Act 1967. But in
response to some boroughs imposing what the theseceative government believed to be
anti-business rates of taxation aimed at redidiobyuthe central government replaced the
local office tax rates with a uniform nation-widse, the so-called Uniform Business Rate
(UBR). Crucially, all revenues associated with thiBR were now pooled by the central
government and then redistributed to the local bgihs via Formula Grant (DCLG, 2012).
As a result of this legislation, local boroughs niawed a disincentive to permit new office
development: bearing the additional fiscal burdesoaiated with new development but
now being unable to directly recoup social bengfiteugh taxatiotf®. Uniquely, the City

of London was granted a special exemption fromUB& to continue to set local rates and

directly retain some of the revenues so raiseds Policy change may have incited an

198 Cheshire and Hilber (2008) argue that the soleaneimg channel incentivising boroughs to allow
commercial development is the local unemploymetat fdowever, this may not hold exactly as sectioé 1
of the Town and Country Planning Act 1990 does igional boroughs to be compensated for new
developments, often in the form of contributiongnfvastructure improvements, maintenance feeslipub
education, subsidised housing, and land concesditovgever these are one-off payments as compard wi
recurring rental taxation. By way of comparisorg thBR stands between 42.6% and 45.3% of assessed
annual rents in central London (Knight Frank, 2052)d nationally UBR receipts were a substantiadaof
total tax revenues in 2010-11 (HM Treasury, 201P)e Tower Hamlets council on the other hand wasose
receive a one-time payment of £7m through theiticed 06 agreement (Greater London Authority, 2008)
1.75% of estimated construction costs for the ribg@pproved large-scale office known as Columbaw/ar
in Canary Wharf (Gardiner, 2011). If we consenvalijvassume capital yields of 5% and a sale-price to
construction cost ratio of unity, estimated rentaie be £20m and UBR payments would be £9m perrannu
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increase in the restrictiveness of the other bdisug central London relative to the City,
and this may be a further reason for the divergemcapital returns beginning in the 1990s
seen in Figure 26. Indeed, according to Penning2®0), the “role of centrally raised
taxation in the financing of UK local governmentyrfaave been a key factor in explaining
the general tendency towards anti-growth plannegjmes”, pp.162. This difference in
planning restrictiveness by borough also appeab® thorne out in the relative office space
completions in central London from 2002-2011 bytpode sector shown in Figure 27

below.
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Figure 27: Central London office space completions 2002-2011
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It is clear from Figure 27 that the majority of n@ffice space added to central London
over the past decade has been built within the @fititondon. Although the West End,
particularly in the south around Victoria and Waesister has also seen significant new
development, over the same time-frame the West li&sdalso experienced considerable
office to residential conversions which the mapwabdoes not regist€Y. By contrast the
City of London sees its primary remit as promotthg growth of business, and is more
reluctant to allow office conversions to resideintige. Further evidence for the supply
restrictions hypothesis is evident in that appratety 75% of the West End is designated
as a conservation area where buildings cannot beredl externally, whereas the
corresponding figure for the City of London is or2$%. In any case, the divergence
between capital values in the City and the West Bbserved in Figure 28 has grown
nearly monotonically since the Local Governmentate Act 1988. This gradual change
in relative prices is what one would expect if dypgonstraints are in fact binding, as the
effect of binding supply constraints on price groamulatively over time (Cheshire,
2005).

197 Unfortunately only data ogrossand nometoffice completions by postcode sector could beioled.
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Figure 28: IPD West End vs the City of London annual pricevgitoand price-level differences
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Another possible compounding factor for the growdte reversal seen in central London
submarkets since 1988 is that it coincides withdé&eclopment of Canary Wharf as a rival
financial services cluster to the east of the CRBy. contrast, the West End does not
compete as directly as the City does with CanaryaiVhy nature of its older stock of
buildings and different tenant clientele. Consisterth the hypothesis that Canary wharf
has been cannibalising demand for City office spatkat we also see from Figure 26 that
Midtown, which is located between the West End #rel City, initially commoved with
the West End for the first decade of the seriesth®rn began to move secularly lower than

West End series around the time tenants first begancupy Canary Wharf in 1991.

Regardless of the source of this variation, fortiime-frame under consideration here West
End offices have shown considerable price appiieciatlative to the City and Midtown.
As we can see from the quarterly IPD submarkeesdyelow, it is estimated that since Q4
2000 alone the West End has experienced 25% gragappeeciation than Midtown and 50%

greater appreciation than the City.
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Figure 29: Quarterly IPD London submarket price-index Dec 20@&@ 2010
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It is clear that these large variations in submiagteee movements could easily engender
bias in repeat-sales indices if the locations qieet-sales are not representative of the
market as whole. To examine this possibility, taklé below shows the extent to which

office submarket sales and repeat-sales betweed-@®0eflect the submarket location of
office stock.

Table 27 Sales, Repeat-Sales, and Office building stockuiymarket 2000-08

City Core City Fringe Midtown West End Total
Office Stock 1,123 1,354 1,691 2,680 6,848
(Proportion)} (16.4%) (19.8%) (24.7%) (39.1%) (100%)
Sales: 88 56 91 174 409
(Proportion) (21.5%) (13.7%) (22.2%) (42.5%) (100%)
Repeat-Sales? 79 13 26 55 173
(Proportion) (45.5%) (7.7%) (15.3%) (31.5%) (100%)

TNumber of buildings

FChi-squared tests find a significant differencéhatp = 0.01 level in the submarket locationshef Office

Stock and Sales (Chi-squared = 17.41), and the atkmhlocations of the Office Stock and RepeatSale
(Chi-squared = 115.37).

From Table 27 we see that sales and repeat-satas @disproportionately in the City Core
compared to the locations of office stock in cdnti@ndon as a whole. In addition, non-

repeat-sales appear to be much more representdtivifice stock locations than repeat-
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sales. Probit regressions shown below on salegegreht-sales bear this relationship out.
All submarket coefficients are significantly negatirelative to the omitted dummy (City
Core or City), and t-stats on repeat-sales aretanti@lly more significant than those of
sales. We also see from specification 3 that ED€ahaelection effect on repeat-sales that

is independent from submarket location.

Table 28 Probit regression of Sales and Repeat-Saleslimaiket location

1) (2) 3 4
VARIABLES PROBIT PROBIT PROBIT PROBIT
Sales Repeat-Sales  Repeat-Sales  Repeat-Sales
EDC 0.954*
(0.367)
City Fringe -0.328%** -0.896*** -0.794%**=
(0.0817) (0.124) (0.130)
Midtown -0.204** -0.609*** -0.585*** -0.206***
(0.0740) (0.0941) (0.106) (0.0721)
West End -0.113* -0.507*** -0.544%**= -0.131**
(0.0662) (0.0791) (0.0791) (0.0584)
Constant -1.423%** -1.507*** -1.714%*= -1.619%**
(0.0547) (0.0578) (0.0707) (0.0403)
Observations 6,848 6,848 6,848 6,848

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Specifications 1-3 omitted submarket dummy is Ciore
Specification 4 omitted submarket dummy is Cityity@ore + City Fringe

It is interesting to speculate on what could beridg the disproportionate amount of
repeat-sales in the City relative to the other satbets. Perhaps the most likely explanation
is that there is greater institutional and inteloral interest in the City of London and as a

result greater turnover compared to the rest ofraebondon.

Whatever the cause of this disparity in liquidibgcause of the additionally lower price
growth in the City of London recorded by IPD, itpgjars as though sample selection by
submarket location may be a biasing factor for aggales indices of central London
offices. Given the relative sparsity of repeat-safethe high capital-growth submarkets of
Midtown and West End and the markedly greater pajgpereciation in the West End, we
would expect a naive repeat sale index to undeesept the true degree of price
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appreciation experienced by central London as alevh® repeat-sales regression is run
below with submarket dummies included in the spedtion to test for statistically

significant differences in capital appreciationhiit our dataset. Although ideally each time
period would be interacted with each submarket dymimited sample size precludes
those interactions here. Therefore the submarketntu variables represent the average
additional return accruing to each submarket nedattd the City of London throughout the

entire analysis period.
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Table 29 Repeat-sales regression with submarket dummwyias

(1) )

VARIABLES OLS IV2SLS
2000 1.265** 1.433***
(0.478) (0.485)
2001 0.109 0.0497
(0.0838) (0.0888)
2002 -0.00620 0.0155
(0.0893) (0.0912)
2003 -0.109 -0.113
(0.0840) (0.0861)
2004 0.142* 0.116
(0.0756) (0.0790)
2005 0.0860 0.0994
(0.0615) (0.0620)
2006 0.243*** 0.181**=
(0.0564) (0.0593)
2007 -0.0989 -0.0768
(0.0681) (0.0728)
2008 -0.211 -0.225
(0.146) (0.181)
City Fringe 0.0464 0.0183
(0.0698) (0.0741)
Midtown 0.0801* 0.0460
(0.0445) (0.0473)
West End 0.151*** 0.118***
(0.0352) (0.0385)
Predicted EDC with all instruments 0.0543
(0.0394)
Observations 173 173
R-squared 0.725 0.728

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Omitted submarket dummy is City Core

Consistent with our priors we see from Table 2% ghaperties located in Midtown and the
West End have seen statistically greater averaige pppreciation than properties in the
City Core. In addition, price changes in the Citijnge are not statistically different from

the City Core, and therefore following IPD we nadger recognize a difference between
the two in the subsequent analysis. An F-testaiighe submarket dummies are equal to
zero yields a p-value of (0.0005). Clearly submardkeation matters with respect to

estimated rates of return on commercial office a¢ysales. Specification 2 sees the
instrumented EDC and Midtown lose their statistgighificance, whereas the influence of

the West End submarket remains strong even when ED{@cluded. The fact that
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submarket location removes the significance of EbEY suggest that employment density
changes have been correlated with submarket loc#troughout the study period. On the
same token it could also be indicative of an orittariablé®® Table 29 specification 1 is
used to calculate the repeat-sales index for ealsinarket in Figure 30 below. The index
values represent the average price level growtleweti in each submarket throughout
2000-08 as indicated in Table 29 specification 1.

Figure 30: Repeat-sales indices by submarket
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As we can see from Figure 30, the repeat-salegssign not only picks up a substantial
difference in index levels between the City, Midtoand West End submarkets, but like
the IPD series these differences appear to be auoally meaningful. The extent to which
these submarket differences could influence a tegmas index of all of central London

will depend upon the spatial (un)representativenésise repeat-sales (Table 28).

198 | fact what we find in Table 31 is that submartkemmies are simultaneously proxying for both local
employment density (demand) and the restrictivenésgw development (supply).
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Figure 31 below compares a naive repeat-sales imthesh neglects the influence of its
submarket composition with an index-corrected fuis teffect by weighting the index

values by the actual proportion of the office stagthin each submarket (Table 27).

Figure 31: Comparison of Naive and Submarket-Corrected Regadas price indices
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Interestingly the impact of correcting for submarkemposition in the repeat-sales index
varies by period, with a relative increase in theyeyears and a decrease relative to the
naive index in later years. This pattern broadljofes the spatio-temporal spread of
repeat-sales, with a greater proportion of firad arcond sales occurring in the City early
in the naive series (except 2001), and a consigtgrgater proportion of transactions in the
West End taking place during the 2007-08 fall iicgs. We can see this trend reflected in
Table 30 below which disaggregates the submarkkdctgen effect on repeat-sales

according to year.
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Table 30: Proportion of First and Second Sales of Repeatgae by year and submarket

City Midtown | West End Chi-square Statistic
p-value
2000 0.67 0.16 0.16 0.434
2001 0.42 0.15 0.44 0.142
2002 0.60 0.16 0.24 0.321
2003 0.63 0.15 0.22 0.015*
2004 0.56 0.16 0.29 0.017*
2005 0.48 0.26 0.26 0.150
2006 0.52 0.11 0.37 0.020**
2007 0.46 0.18 0.36 0.385
2008 0.48 0.17 0.35 0.478

** n<0.05

As shown in Table 30, for the years 2003, 2004 2005 chi-square tests find statistically
different submarket compositions of repeat-saled ansold buildings, while 2001 and
2005 are close to statistical significance. We akse that from 2003-08 the proportion of
repeat-sales occurring in the West End increadative to the City of London. If the West
End appreciates faster than the City, as in thed@ies, this change in composition would
cause the naive index to increase over time reladvthe submarket-corrected index, and
that is exactly what we see in Figure 31. As a ltestithe different rates of price
appreciation across these submarkets, naive repksstprice indices may partly reflect the
particular submarket composition of the locatiorfsere sales occur rather than the price-
movements attributable to the market as a wholaigalthough we would like to test
whether the observed differences between the retidesubmarket corrected indices in
Figure 31 are statistically significant, the shddration of the series and size of the
standard errors (Table 31) precludes such analysis.

The role of office supply restrictions

As mentioned earlier, differences in office spacgpdy restrictions across the local

boroughs may be a factor in driving the spreadatés of return across the central London
submarkets. According to Cheshire (2005), “theme lsa no real argument that in the UK
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our planning system raises the price of all categaof real estate very substanti#iy In
order to test whether differences in planning retsteness across boroughs accounts for
the observed variations in capital growth we regmua measure for the planning
restrictiveness of each borough. The most obvianslidate is of course the refusal rate of
proposed office development applications. Datahenglanning application rejection rate
by local authority for the period 1990-2008 wasvuled from the research of Hilber and
Vermeulen (2010). However, as noted by Hilber arednveulen (2012) this direct measure
of planning restrictiveness has at least two sauofeendogeneity with respect to prices.
The first stems from the fact that planning regctrates will likely co-move with the
economic cycle. When prices are high councils mayirnundated with development
applications and local opposition to new projecigynibe strongest. In contrast, during
economically sluggish periods with high unemployirtée incentives for councils to allow
development are highest (Cheshire and Hilber 2008 Hilber and Vermeulen (2012),
this pro-cylical endogeneity is controlled for bging the planning refusal rate averaged

across the entire 1990-2008 period.

The second source of endogeneity arises from ttigHat the costly decision on the part of
the developer to submit an application is dependettte first place upon the developer’s
perception of the likelihood of acceptance. Thaeflow rejection rates could be more
indicative of many discouraged developers antiaigatejection than a particularly pro-
growth stance from the local council. Following thesight of Hilber and Vermeulen
(2012), the identification strategy we use is t@leit the exogenous variation from the
introduction of the Best Value Performance Indicdtd9 (BV 109) enacted in April 2002
which replaced the government’s earlier single @arp decide 80% of all planning
applications within 8 weeks, with three separatgets to decide 60% of majof planning
applications within 13 weeks, 65% of minor applicas within 8 weeks, and 80% of all

other application within 8 weeks. The specific aaidilber and Vermeulen identify is that

199 According to Cheshire’s estimates planning costhalve, “incrementally over time approximately
doubled total occupation costs for non-residemiaperty.”
110 Major developments are defined as those involvitigee 10 or more new residential dwellings or aoffic
industrial and retail developments involving atske 000 square metres of floorspace or whereasiias are
1 hectare or over (DCLG, 2007).
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with BV 109 local planning authorities could no ¢@mn indefinitely delay major project
decisions while simultaneously expediting decisionsminor applications and still meet

the new government targets as they could with Itiéangets.

The identifying assumption is that the 2002 poheform caused more restrictive boroughs
to switch from delaying major projects to quicke&jon. This policy change should have
had the effect of exogenously decreasing the deleyfor major applications the most in
the boroughs which were also in fact the most icste. As a robustness check for this
hypothesis we should therefore see the ‘previoas ghange in the delay rat&éfor major
applications’ (PYCDR) and the ‘previous year chanig rejection rate for major
applications’ (PYCRR) to be uncorrelated pre andtpeform and then negatively
correlated around the time of the reform. Althougl do not have sufficient data on
boroughs (5) to statistically determine whether PRCand PYCRR are uncorrelated for
office applications pre and post-reform and negdyivcorrelated during the reform,
Cheshire, Hilber, and Kaplanis (2011) show tha thiindeed the case for residential and
retail applications in Local Planning Authoritiesrass England. Therefore we use ‘change
in delay rate for major applications’ (CDR) pre apaist-reform (not previous year) for
offices as an instrument to identify the potenyi@hdogenous average planning application
refusal rate between 1990-2008.

Following Hilber and Vermeulen (2012), we define{peform CDR to be the average of
the years 1994-96 and post-reform CDR to be theageeof the years 2004-06. Hilber and
Vermeulen state that 1994-96 is certainly before 189 could have been anticipated and it
corresponds to a period where PYCDR and PYCRR lasglg uncorrelated, while 2004-

06 empirically corresponds to the period of grdategative correlation between PYCDR
and PYCRR. Therefore 2004-06 should be the peribdmadjustment to the new policy
was primarily taking place. In addition to offickapning application refusal rates, we also
instrument for dwellings applications in an ideatienanner. The first-stages of these

instruments are shown in ‘Appendix B: Planning aatlon refusal rate instrumental

11 The denominator of this ratio is; Total major oéfiapplications + Total minor office application3otal
major dwelling applications + Total minor dwelliagplications.
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variable first-stages’. Table 31 below shows plagmiefusal rates added as an additional

control in the repeat-sales regression.

Table 31:Repeat-sales and Instrumented Planning Refusas Rate

(1) (2) (3) (4) (5)
VARIABLES oLS IV2SLS IV2SLS IV2SLS IV2SLS
Ln(Price- Ln(Price- Ln(Price- Ln(Price- Ln(Price-
Relative) Relative) Relative)  Relative) Relative)
2000 1.435%** 1.480*** 1.376*** 1.272%* 1.188**
(0.488) (0.483) (0.485) (0.444) (0.461)
2001 0.0980 0.0813 0.0636 0.0734 0.0717
(0.0863) (0.0843) (0.0881) (0.0815) (0.0820)
2002 0.0270 0.0428 0.0346 -0.0471 -0.0493
(0.0913) (0.0806) (0.0899) (0.0847) (0.0852)
2003 -0.119 -0.129 -0.129 -0.0486 -0.0411
(0.0864) (0.0759) (0.0851) (0.0797) (0.0807)
2004 0.157** 0.147* 0.149* 0.122* 0.118
(0.0781) (0.0775) (0.0785) (0.0729) (0.0735)
2005 0.0976 0.0927 0.0892 0.0873 0.0857
(0.0636) (0.0620) (0.0628) (0.0603) (0.0607)
2006 0.244*** 0.236*** 0.234*** 0.232%** 0.233***
(0.0588) (0.0583) (0.0587) (0.0552) (0.0556)
2007 -0.0706 -0.0947 -0.108 -0.0519 -0.0491
(0.0724) (0.0813) (0.0726) (0.0680) (0.0685)
2008 -0.337* -0.266 -0.167 -0.414** -0.426**
(0.181) (0.170) (0.169) (0.183) (0.185)
Office Refusal Rate 0.445***
(0.169)
Predicted Office Refusal Rate 0.194*** 0.0278**  1Q7*** 0.0453
(0.061) (0.0128) (0.0477) (0.119)
Predicted EDC with all 4.042%+* 3.534** 3.595%**
instruments
(1.112) (1.358) (2.377)
Predicted Dwelling Refusal -0.191* -0.0340
Rate
(0.103) (0.235)
Midtown 0.0198
(0.0552)
West End 0.0682
(0.0922)
Observations 173 173 173 173 173
R-squared 0.715 0.720 0.726 0.781 0.781

Standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1

As expected we see from Table 31 specificationsdL2athat office planning refusal rates
have a statistically significant positive effect the price difference between repeat-sales.
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In addition, we see in specification 3 that thesefffof office planning controls is robust to
the inclusion of employment density changes. Incgigation 4 the instrumented major
dwelling refusal rate is added, and perhaps sungitis we see that its coefficient is
significantly negative at the 10% level. The negatcoefficient implies that the more
lenient the local planning authority is with respeim allowing new residential
developments, the greater the office price apptieciavithin that borough. If this effect is
true there are at least two possible interpretation it. The first is that residential space
may be a complement to office space, so boroughghwhllow more residential
development increase the value of neighbouring®ffipace. Although Thibodeau (1990)
found that residential property located close (ot too close) to office space enjoyed a
price premium, the converse may also be true ih tffeces located close to potential
employees become more valuable locations. If tthen new residential developments
approved in these boroughs may increase the poickscal offices. The second perhaps
more powerful explanation is that the addition/cnsion of more residential space serves
as a further constraint on office supply. As noteatlier, the West End has seen
considerable office to residential conversion ie thst decade. In fact, according to the
Greater London Authority (2012) over the period @@8 the City of Westminster (which
is the primary borough comprising the West End) 10,000m or 8.1% of its total office
stock. By contrast office stock in the City of Lamdgrew by 6.5% over the same period.
Furthermore, when potential office sites are dgwetbinto residential property it lowers
the expectation of future competing supply. Thaeefib is plausible that the negative and
significant coefficient on residential refusals ltbbe picking up theeductionin present

and future competing local office supply that stérosn greater residential development.

Table 31 specification 5 adds dummy variables lierMidtown and West End submarkets.
When these additional controls are included, tHaseg rate for offices and dwellings
become insignificant while EDC retains its sigrafice. Note the contrast of Table 31
specification 5 with Table 29 specification 2, widtDC became insignificant with the
inclusion of submarket dummies. As EDC is a measftitecal demand and the Office and
Dwelling Refusal Rate are measures of supply (otsteness), it seems plausible that

when you control for both these factors submarkehmies lose their ability to explain
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repeat-sales price movements. In fact, the R-sduafespecification 5 is no larger than
specification 4 which omits the submarket dummi€kerefore it appears that when
submarket location dummies are included in a repalas regression they are functioning
as a surrogate for both employment density charfgemeasure of demand) and the

restrictiveness of new development (a measurepglgy

Unobserved sample heterogeneity

Having examined the effect observablesample heterogeneity on repeat-sales indices, we
now turn our attention to the possibility mhobservedgample heterogeneity. Although we
cannot explicitly control for unobserved sample ehegeneity with an unrestricted
regression, the Heckman (1979) correction allowstlics bias to be modelled indirectly.
As in the case of observed heterogeneity, the Heaokiprocedure treats the sample
censoring*? as a specification error in which a variable isoimectly omitted from the
proper estimation equation. And similarly, the ectpd value of the error term in an
uncorrected estimation equation is non-zero, regulin biased coefficient estimates
depending on the correlation with the error. Hedkisiasolution to model unobserved
heterogeneity is to use a probit regression witket of instruments to estimate the
probability that the dependent variable is censdrech the sample. The estimated probit
errors are then used to model the selection bidiseroutcome regression with the inverse
Mills-ratio or hazard-rate (Amemiya, 1985). The Mftatio is then included as an

additional independent variable in the now corgesflecified estimation equation.

The key requirements in order to perform the Heakmarection is that we have data on
the entire population of buildings and instrumemksch influence selection but which will

not lead to misspecification when omitted from th&come regression (Johnston and
Dinardo 1997). Following Gatzlaff and Haurin (199®Ee use characteristics of the
surrounding environment and macroeconomic variablesder to model selection. Owner

attributes and physical characteristics of propsnivhich may yield additional explanatory

12 Censoring in the sense that not all office prapeiin central London are sold and observed eaghce
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power in the probability of sale as in Fisher, Geft Gatzlaff and Haurin (2004) and

Devaney and Diaz (2011) are unfortunately unavkslab

The selection variables used are; EDC, submarkBR,Qpostcode distritt® interest-
rates'®, Euro exchange rat€, US$ exchange rat€, quarterly submarket vacancy rate,
quarterly submarket take-up, quarterly submarkesilahility’’, quarterly London
unemployment raté®, current quarter office price levels, and cumukatbffice returns
over the previous 4 quartét$ By including submarket dummies and postcode sectioe
postcode sectors should primarily represent arelishwexperience the highest sales
turnover net of submarket price-trends (see Figlireabove of repeat-sales turnover by
postcode sector). In addition, since local areasties and in London in particular are often
associated with broadly similar office stock ch#&esdstics (Taylor, Rubin and 2000, and
Stevenson 200% location data at the postcode sector level magrhaular enough to
also partly control for heterogeneous building elteristics omitted here. Euro and US$
exchange rates were chosen as US and Europearstag@unt for 71% of all foreign
buyers and 42% of all buyers foreign and domestitié City of London (Lizieri, Reinhart
and Baum, 2011). Commercial real estate transaetdduime has been shown to be pro-
cyclic with market conditions (see Fisher, Geltr@atzlaff and Haurin, 2003 and 2004),
which forms the basis for the inclusion of the restate and labour market performance
indicators.

113 Some 23 of the 70 postcode districts had to beeuewith other districts in order to ensure altritiss
contained uncensored observations and therebytinggisodel convergence in the first-stage. Thestqoole
districts were merged to adjacent districts.

114 End month UK banks’ base interest rates. Souraek®f England.

115 End month spot exchange rate Euro into Sterliogr&: Bank of England.

16 End month spot exchange rate US$ into Sterlingr@o Bank of England.

17 Real estate submarket data on vacancy ratesislfamd Securities. Submarket data on take-up and
availability comes from CBRE.

118 Unemployment data consists of all people econdiyieative but unemployed living in the London
Region. Source: NOMIS.

119 price levels and changes derived from repeat-satgession of 354 Inner London office propertig@98-
2010, see Chapter 3.

120 This fact has become increasingly true sincentreduction of conservation areas in 1967 and #sire
to maintain the distinctiveness of each particat@a. Other planning rules such as the London View
Management Framework would also confine certaiesyqf buildings to particular locations, see City o
London (2010).
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An important difference with the Heckman-based ection for selectivity employed by
Gatzlaff and Haurin (199%' is that this paper uses a standard Heckman’s atimme
whereas the Gatzlaff and Haurin paper especialtivelend apply a bivariate sequential
Heckman’s selection for repeat-sales. Gatzlaff &adirin use this sequential selection
estimation equation because they are concernedhatphossibility of sample selection bias
occurring at the time of both sales. The standaedkkhan procedure was chosen here
instead because evidence for sample selection Wéss found to be present only in
properties that sold twice or more during the stpdgiod and not in non-repeat-sales (see
Table 25and ‘Appendix C: Heckman corrections on hedoniaasgjons’). Hwang and
Quigley (2004) for instance also find that onlyeapsales and not single-sale properties
appear to exhibit selection bias. In the absencsetdction at the time of the first-sale
Gatzlaff and Haurin’s sequential selection procedigllapses to a simple univariate probit.
To see this we begin with the two selection equatid he selection equation for first sales

is;

St =My Zim + v} SE=1if S} =0, and 0 otherwise 6)
And the selection equation for second sales is;

S¥ =YMy Zim +vE}S? =1if S =0, and 0 otherwise

Where;

SI = threshold value of officeobserving a first-sale

S?" = threshold value of officeobserving a second-sale

21 This is the only other example that was founchimliterature of a Heckman'’s correction being used
remedy selection bias in a real-estate repeat-sales.
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S? = indicator variable for sale numbee 1,2

vm = coefficient onz,,

Z;m = Ccharacteristien of office i which influences the probability of sale
v{ = normally distributed error term on officat sale number = 1,2.

As in Gatzlaff and Haurin (1997) we assume that specifications of both selection

equations are identical, but the coefficients ithlmjuations are estimated separately.

As in equation (2) and (3), first and second saleep are assumed to be determined by;

] T
Pl = Z ﬁjX}j + z I.D} + €}
j=1 t=1

J T
P = Z BiX7: + z I,D? + €? @)
j=1 t=1

Where the variables are defined as previous. Thar@nce matrix of the four equation

errors[v}, v?, €}, €?] is;

1 01, 013 014
012 1 033 0y

(8)

013 023 033 O34
014 O34 O34 Oyg

With unobserved selection bias the expectationheffirst log sale-price conditional on

sales being observed in both periods is;
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I.D} + E[e}| S? = 1,5} = 1]

T
=1

]
E[P}S? =1, =1]= Zﬁjxilj +
j=1

t

Which reduces to;

] T
E[P}S? =15} =1] = Z BiXi + Z I,D} + 8134, + 633, 9)
j=1 t=1

And the expectation of the second log sale-priceditonal on sales being observed in

both periods is;

J T
E[P?|S? = 1,5} = 1] = Zﬁ,-xl?j +ZItD§ + E[€?]S? = 1,5} = 1]
=1

t=1

Which becomes;

J T
E[P}|Sf = 1,8 =1] = Zﬁjxizj + ) I.DZ + 8141 +6244, (10)
=1 =

t=1

Again assumingivj(X;; = X7, differencing equations (9) and (10) yields;

E[P?|S? = 1,8} = 1] - E[P}|S? = 1,8} =1]

T
= > 1(DF = DI + (814 = 1) + (B4 — 825 ay

t=1

In the event of selection in the first and secoald;sequation (11) will produce unbiased
estimates of the index levels However with selection in the second-sale onlyis zero

and the first selection equation (6) collapses fuely random error term that cannot be
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correlated with the error in second outcome equatkd)?> Therefore thes,; term in

variance-matrix (8) is also zero, and equation ¢hllppses to a standard Heckman;
T
E[P?|S? = 11— P} = ) 1L(DF = D) +¥A,
t=1
Whose estimation equation becomes;
T
Piz—Pil:th(th—Dtl)'H/ﬂi"‘Si (12)
t=1

Equation (12) will estimate unbiased coefficientsew there is possible unobserved sample
selection bias in the second-sale only. Therefostgaadard Heckman’s correction should
be sufficient to capture the relevant structureregeat-sales selectivity in our sample.
Furthermore, there can be much to lose by adopBatzlaff and Haurin’s sequential
selection method in the absence of selection ih bales, as models with multiple selection
are often non-robust and especially sensitive tapba size and departures from normality.
Table 32 and Table 33 below present the selectootyected repeat-sales indices, and then
successively include the instrumented EDC and sdiehavariables into the outcome

equation for comparison

122 Moreover, the results of Gatzlaff and Haurin (19@h)jch test for selection in both sales are coaatst
with errors from the first sale occurrence onlyrigecorrelated with the first sale price, and theosd sale

occurrence only being correlated with the secotelm@ce. Therefore it is plausible thigt; could be zero

even if there were selection in both sales.
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Table 32 Heckman'’s corrected Repeat-sales indices: Naiddr@strumented EDC

(1) (2) (4) (5) (6)
VARIABLES Heckman Selection Heckman Selection Mills-
Ln(Price- Equation Ln(Price- Equation Ratio
Relative) Relative)
2000 0.972* -0.151 0.948 -0.151
(0.583) (1.309) (0.578) (1.309)
2001 -0.0361 -0.0193 -0.0384 -0.0193
(0.0956) (0.220) (0.0947) (0.220)
2002 0.0910 -0.0354 0.0940 -0.0354
(0.0931) (0.208) (0.0923) (0.208)
2003 -0.180** 0.00748 -0.181** 0.00748
(0.0873) (0.199) (0.0865) (0.199)
2004 0.105 0.00447 0.103 0.00447
(0.0793) (0.190) (0.0786) (0.190)
2005 0.0722 -0.00226 0.0681 -0.00226
(0.0614) (0.158) (0.0610) (0.158)
2006 0.183*** 0.0154 0.182%** 0.0154
(0.0598) (0.161) (0.0592) (0.161)
2007 -0.0839 -0.0216 -0.0968 -0.0216
(0.0744) (0.204) (0.0751) (0.204)
2008 -0.351** 0.0877 -0.332** 0.0877
(0.165) (0.422) (0.165) (0.422)
Postcode Sector Dummies YES YES
Interest Rate 0.0547 0.0547
(0.217) (0.217)
Euro FX 0.120 0.120
(0.942) (0.942)
US FX -0.111 -0.111
(0.826) (0.826)



Vacancy Rate 0.000616 0.000616
(0.0342) (0.0342)
Take Up -0.000665 -0.000665
(0.00442) (0.00442)
Availability 0.00141 0.00141
(0.0119) (0.0119)
Unemployment Rate -0.00210 -0.00210
(0.160) (0.160)
Cumulative Office Return over Previous 4 Qtrs a7 0.0742
(0.282) (0.282)
Office Price Level -0.000243 -0.000243
(0.00772) (0.00772)
EDC 1.069*** 1.069***
(0.405) (0.405)
Predicted EDC with all Instruments 0.704
(0.786)
Predicted Office Refusal Rate -8.701 -8.701
(17.17) (17.17)
Predicted Dwelling Refusal Rate 6.346 6.346
(9.284) (9.284)
Midtown -1.214%*x -1.214%*x
(0.408) (0.408)
West End -0.785* -0.785*
(0.431) (0.431)
Lambda 0.0668*** 0.0398
(0.0187) (0.0354)
Constant -1.869 -1.869
(2.716) (2.716)
Observations 6,848 6,848 6,848 6,848 6,848 6,848

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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From column (1) and (3) we see from the signifidantbda term that the standard repeat-
sales regression contains unobserved sample hetesityg The lambda term is positively-
signed which establishes that the error terms ensilection and outcome equations are
positively correlated. Therefore, unobserved factwhich make repeat-sales more likely
tend to be associated with higher price-relati¥esa result, the coefficients in the outcome
equation are biased (primarily upward), and thelltieg) index will overestimate actual
returns. We can see that the insertion of predi&®@ into outcome equation (4) halves
the coefficient on Heckman’s lambda and removesstiggistical significance. Therefore
when EDC is observed, unobserved characteristipgaapto be no longer biasing the
coefficients of the outcome equation. Table 33 Wweéxtends this analysis by including
office and dwelling refusal rate and submarket fiocaas controls for unobserved sample
heterogeneity.
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Table 33: Heckman'’s corrected Repeat-sales indices: Subnsagket Instrumented EDC

(1) (2) (3) (4) (5) (6)
VARIABLES Heckman Selection Mills- Heckman Selection Mills-
Ln(Price- Equation Ratio Ln(Price- Equation Ratio
Relative) Relative)
2000 0.906 -0.462 1.044* -0.462
(0.576) (1.656) (0.564) (1.656)
2001 -0.0164 -0.191 -0.0167 -0.191
(0.0949) (0.272) (0.0927) (0.272)
2002 0.0798 0.0711 0.0584 0.0711
(0.0918) (0.249) (0.0900) (0.249)
2003 -0.163* -0.0803 -0.153* -0.0803
(0.0860) (0.230) (0.0840) (0.230)
2004 0.109 0.0782 0.105 0.0782
(0.0786) (0.216) (0.0766) (0.216)
2005 0.0675 0.0521 0.0624 0.0521
(0.0605) (0.174) (0.0591) (0.174)
2006 0.182*** -0.0356 0.201*** -0.0356
(0.0591) (0.173) (0.0583) (0.173)
2007 -0.103 0.0544 -0.112 0.0544
(0.0745) (0.216) (0.0728) (0.216)
2008 -0.295* 0.185 -0.286* 0.185
(0.166) (0.443) (0.163) (0.443)
(1.736) (1.736)
Postcode Sector Dummies YES YES
Interest Rate 0.0766 0.0766
(0.249) (0.249)
Euro FX -0.548 -0.548
(1.048) (1.048)
US FX -0.447 -0.447
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Vacancy Rate
Take Up
Availability

Unemployment Rate

Cumulative Office Return over Previous 4 Qtrs

Office Price Level

EDC

Predicted EDC with all Instruments
Predicted Office Refusal Rate
Predicted Dwelling Refusal Rate
Midtown

West End

Lambda

Constant

Observations

(0.948)
0.00268
(0.0413)
0.00115
(0.00506)
0.0125
(0.0138)
-0.117
(0.182)
@.16
(0.319)
0.00602
(0.00869)
1.407%+
(0.453)
1.074
(0.941)
-0.483 39.11%%
(0.537) (3.024)
0.360 ~11.36%+
(0.489) (1.736)
-0.719
(0.444)
-0.471
(0.455)
0.0169
(0.0179)
-2.785
(3.061)

6,848 6,848 6,848

0.740
(0.955)
@2
(0.530)
3%
(0.482)
0.0612
(0.0524)
0.115%
(0.0449)

6,848

(0.948)
0.00268
(0.0413)
0.00115
(0.00506)
0.0125
(0.0138)
-0.117
(0.182)
0.164
(0.319)
0.00602
(0.00869)
1.407%%
(0.453)

39.11%%
(3.024)
-11.36%**
(1.736)
-0.719
(0.444)
-0.471
(0.455)

-2.785
(3.061)

6,848

-0.00184
(0.0191)

6,848

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Indeed we see that the office refusal rate in $jgation (1) and that the combined effect of
the office refusal rate and submarket dummies ecifpation (4) further decreases the
relevance of Heckman’s lambda. The inability of klean’s lambda to explain price

movements when the additional controls for EDC plathning refusal rate are included is
consistent with the hypothesis that the data isonger being biased by unrepresentative
external effects. Although it would be prematurednclude that there are no other factors
at work that are imparting bias on this repeatssaidex, this result is at least encouraging

that much of whatever external bias exists is agnathwithin these two measures.

Conclusion

The primary advantage of repeat-sales indicesas ttieir construction requires no more
than the sales price, the identity of the propartgl the dates of paired sales. However, the
assumptions that allow this procedure to producacanrate price index may be violated in
practice with important consequences. This studgwsld that repeat-sales of office
properties in London are over-weighted by theircd#getemporal and locational attributes
relative to the office stock as a whole. The factontributing to this bias were found to be
employment density changes and the restrictiveagséfice supply in the corresponding
local authority area. This bias arises becausehefeffect of employment density and
supply restrictions on prices and the fact thatadysales occur disproportionately in areas
where these attributes differ compared to the sasck whole. Although other factors not
examined here may be simultaneously causing biashén repeat-sales index, when
employment density changes and planning restrioctige are controlled for, a Heckman’s
correction for unobserved sample heterogeneityslote ability to explain index levels.
These findings are consistent with the conjecthia employment density changes and
development restrictiveness are the key externaéidr of sample heterogeneity and bias.
The methodological contribution to this paper iatth may be enough to run a standard

Heckman’s correction when there is only selectiocuoring in the second-sale.

Although these findings are compelling they may l@iconclusive as there were a number
of potential problems encountered by this reseatckey problem with the employment
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density analyses was that an exogenous instrumamtd anot be identified, and the
instruments that were used were weak. As a resiot, magnitude of the effect of
employment density changes on prices is still aenoguestion. Fortunately, the planning
refusal rate instruments encountered no such diffes. Of perhaps foremost concern
however is the fact that the sample size of 17@aepales is modest. It could be the case
that as more data is collected the issues of sabipke encountered with this study will
fade. In fact, it might even appear logical to &dhat this could undoubtedly be the case

£'?® and the information contained

since practically every property eventually selsc
between sales will eventually be made availablesearchers. However as Wang and Zorn
(1999) note this is not necessarily true. Althopghctically every property may indeed sell
twice, these sales may not be usable in a repbsgt-ssgression because of refurbishments
or redevelopments between sales. Moreover, evalh [froperties eventually sell, the fact
that other properties which differ on relevant dirsiens are selling with greater frequency
can still impose biases on the index. In a woreéneas the sample size grows indefinitely
large there is no guarantee that the sample ohtegades observed will resemble the actual
stock. A further difficulty encountered by this eesch is that the sample of sales is not the
total population of all repeat-sales (as may pdgdbk obtained through tax-records), but
rather the sample of repeat-sales which were maaitahble to RCA and EG, and for which
relevant data could be obtained. Therefore if gagicular sample of repeat-sales differs

from the actual population of repeat-sales theselt®ewould fail to be generalisable.

One potential implication of the modest sample s&zé¢hat although selection bias for
employment density changes and planning restricéise were found to be statistically
significant in a regression setting, the resultomge indices derived from them were not
statistically different from the naive repeat-satedex*. This might be expected as the
index only reports price levels at the annual nathan quarterly frequency. Moreover this
finding is common in much of the commercial propeliterature, as sample size

123 As perhaps a counterexample the Grosvenor esiagésting of 300 acres of land in the West End has
practically never sold any property since 1677 astter of policy.

124 Although it is not reported here, the standardrerare large enough in both instances that omelate
error exceeds all index corrections above.
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restrictions often make bias corrections of indistdistically insignificant. For instance, in
analysis of commercial office sales in Phoenix, W&nneke and Slade (2000) find
evidence for sample selection bias when utilizitgegkman’s correction. However, when
the Mills-ratio adjusted values are applied to tésulting price index in general they did
not change the index values more than a confidemteeval of 10% in both directions.
Clapp and Giacotto (1992) find a similar resultrindelling the representativeness of house
price indices in US cities. Even though the coedcindices here were not statistically
different from uncorrected indices, the differenbesween the two may still be practically
important. Where these indices are used as perfareneenchmarks or in order to assess
the cross-correlation of returns with respect tbeotassets for investment purposes,
accurate indices are essential to informed decisiaking. As such, perhaps a more
relevant metric than statistical significance ireamic significance for the particular

guestion at hand.

The correlation between planning restrictivenessidymarket and the realized returns of
office properties within that submarket has impotrtanplications. As argued by Cheshire
(2005), to a large extent the current level of a#fiprices in the United Kingdom is a
product of the system of planning controls curnenti force which effectively restrict
supply. There is no denying the fact that officeegs in London are among the highest in
world. Comparing the price of office space in UKies to similar metropolises in other
developed nations shows a marked price gap bettheetwo (Cheshire and Hilber, 2008).
Moreover, it is not just in the arena of office spahat these controls appear to have had a
serious effect. Research by Cheshire, Hilber anpldfas (2011) has demonstrated that the
productivity of retail space has been curtailechassult of the further expansion of these
policies into ‘town centre first’ initiatives. Moower, Hilber and Vermeulen (2012) show
that house prices have also been very substanidlfed in the London area by planning
restrictions. This present study is entirely caiesis with those findings and provides
additional evidence for the inflationary effectménning restrictiveness on office property

price levels.
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In spite of the problems with sample selection hiestified here, the relative ease with
which RSPIs can be created makes them still usefuthe context of other index

construction methods. This is especially true en¢hse of commercial price indices, where
the characteristics of individual properties teadé highly idiosyncratic and therefore the
advantages of controlling a property’s charactesstvith previous observations through a
fixed effects method are greater. Although the mesbs biases were not statistically
significant, in the context of constructing pricelices for use in industry EDC may very
well be important to control for, and the differenobserved in submarket returns is

notable, even if the measured bias from thesetsfifeere small.

Practically speaking however, it is unlikely thaintrolling for employment density in
repeat sales will enter into industrial protocoklie near future. Aside from the fact that it
is doubtful that such a process could be mechanmadently there is a three year gap
between when NOMIS collects and then publishes eynpént data. Due to this
considerable time-lag, employment density correstiare likely to only be feasible in the
arena of academic work and historical record-kegpi@f course, cities other than London
may have more timely employment reporting, andefwee it may be possible that some
commercial uses such as perhaps performance beriéghghenay prove viable. Submarket
corrections however are much more simply contrdiéecand would not suffer time-lags in
reporting the way that employment density corretian London do. Looking forward,
London may yet produce a commercially viable rejgadts index for use in industry and
finance. At such time that it does so, it is hopeat the findings of this paper can be used
to inform market participants of the potential it of this index, and therefore to help

them better position it within the universe of ¢ixig alternatives.
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Appendix A: EDC Instrumental variable first-stage regressions

Table 34: Dependent variable is Previous Year Employment De@hange

1) (2) 3)
oLS oLS OLS
VARIABLES Employment Employment Employment
Density Change Density Change Density Change
Density of office completions 600m, 2002-11 8.91&*0 9.16e-07**
(4.12e-07) (4.34e-07)
Density of office stock 600m, 2002 -3.58e-05** 43e-05**
(1.52e-05) (1.57e-05)
Density financial service workers 1981 0.0139 6ol
(0.0112) (0.0111)
Density financial service office workers 1981 k6H 1.62e-05
(1.36e-05) (1.34e-05)
Density total workers 1981 -0.0103 -0.00991
(0.00820) (0.00813)
Constant 1.059*** 1.064*** 1.083***
(0.0112) (0.0252) (0.0272)
Observations 173 173 173
R-squared 0.032 0.011 0.041
F-test on regression 2.78* 0.63 1.41
(p-value) (0.065) (0.599) (.2218)
Sargan-Hansen test 6.82*** 10.92*** 17.68***
(p-value) (0.009) (0.0042) (0.0013)

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1
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Appendix B: Planning application refusal rate instrumental variable first-stages

Table 35: Dependent variable is Planning Refusal Rate Avel£§§-2008

(1) (2)
VARIABLES OLS OoLS
Average Office Average
Refusal Rate Dwelling
1990-2008 Refusal Rate

1990-2008
Change in Delay Rate Major 22.21%**
Offices 1994-96, 2004-06
(2.282)
Change in Delay Rate Major -7.719%**
Dwellings 1994-96, 2004-06
(0.972)
Constant 0.270*** 0.0914***
(0.0211) (0.0128)
Observations 173 173
R-squared 0.357 0.269
F-test on regression 94.74 63.08
(p-value) (0.000) (0.000)

Sargan-Hansen testt -
(p-value)

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
tSargan-Hansen tests cannot be performed unlessithieer of instruments exceeds the

number of endogenous variables. Since these age ieqgoioth cases above we cannot run
this exogeneity test.
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Appendix C: Heckman corrections on hedonic regressions

In Table 36 below we run our hedonic model of Lamadfice prices with a Heckman’s
correction on the sample of properties which wererapeat-sold (single-sale only) and for
which we have the required hedonic data (173 obsiens, coincidentally the same as the
number of total repeat-sales). We combine this wj848 — 173 = 6,675 synthetic offices
proxying for the office stock. The synthetic officare located in the same postcode sector
as the actual offices they represent. The 6,673hstin offices are randomly ’sold’
between 2000-08, and the corresponding charadterist use in the selection instruments
are calculated at this sale date. The relevanttignesom this exercise then is whether the
lambda coefficient in the Heckman’s correction fatistically significant, which would
indicate the presence of unobserved sample saiduids.
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Table 36:Heckman'’s correction of Non-Repeat-sales sampleriedegression

(1) (2) (3)
VARIABLES Heckman Ln(Price- Selection Mills-Ratio
Relative) Equation
EDC 1.088
(0.705)
Midtown 0.200
(0.380)
West End -0.0962
(0.464)
Postcode Sector Dummies YES
Interest Rate -0.319**
(0.154)
Euro FX 0.267
(0.680)
US FX 1.168**
(0.532)
Vacancy Rate 0.0109
(0.0269)
Take up 0.00120
(0.00417)
Availability -0.0193**
(0.00775)
Unemployment Rate 0.0668
(0.136)
Previous Period Office Return -0.262
(0.385)
Office Price Levels 0.00560
(0.00479)
Within Conservation Area -0.0458
(0.0742)
Listed -0.0655
(0.0859)
Ln(Office Refusal Rate) 0.0498*
(0.0274)
Built 1950s -0.464***
(0.127)
Built 1960s -0.239*
(0.126)
Built 1970s -0.226*
(0.121)
Built 1980s -0.0360
(0.0860)
Built 1990s 0.0195
(0.0924)
Built 2000s 0.211*
(0.0996)
2001 6.203***
(2.011)
2002 6.147***
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(1.038)

2003 5.857**
(1.056)
2004 6.101***
(1.050)
2005 6.048***
(1.023)
2006 6.339***
(1.013)
2007 6.477***
(1.009)
2008 6.328***
(1.001)
Midtown 0.152*
(0.0863)
West End 0.499***
(0.0995)
Ln(Employment Density 500m) 0.174**
(0.0816)
Ln(Conservation Area Density 300m) -0.0164
(0.0749)
Ln(Listed Bldg Density 300m) 0.158**
(0.0763)
Ln(Park and Garden Density 300m) 0.00300
(0.00456)
Adjacent to Park or Garden 0.101
(0.0840)
Ln(Nearest Rail Station Distance) -0.169***
(0.0526)
Ln(Total Floors) 0.0547
(0.106)
Ln(Depreciation Age) -0.00366
(0.0105)
Ln(Basements/Total Floors) -0.0125
(0.0158)
AlC 0.232
(0.184)
EG Office Grade A/B -0.0152
(0.0779)
EG Office Grade A 0.0543
(0.0695)
Ln(Percent Occupied) 0.0173
(0.0109)
Multiple Tenant Bldg -0.123**
(0.0595)
Ln(Parking Spaces) 0.0105*
(0.00627)
Lambda
Constant -4.835**
(2.367)
Observations 6,848 6,848

-0.0560
(0.121)

6,848

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
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As we can see the lambda coefficient is not stedilty significant, demonstrating that
unobserved sample heterogeneity does not appeae twasing coefficients in the non-
repeat-sales sample. This finding is consistertt witr earlier results which show that non-
repeat-sales are more spatially representativeh@foffice stock than repeat-sales, and

sometimes indistinguishable (Table 25 and Table 28)

Table 37 below runs the same hedonic model witreekkhan’s correction on the sample
of repeat-sales for which we have the required hieddata. Uncensored observations
equal 83, and therefore there are 6,848 — 83 56;é6sored synthetic office observations
proxying for the building stock. As previously, sgesynthetic offices are located in the
same postcode sector as the actual offices theyypfor, and the values of their
instruments in the selection equation were derivgdapturing their values at a random
date between 2002-08 as if they had sold.
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Table 37:Heckman’s correction of Repeat-sales sample hedegiession

(1) (2) (3)
VARIABLES Heckman Selection Mills-Ratio
Ln(Price- Equation
Relative)
EDC 2.177*
(0.860)
Midtown -0.251
(0.435)
West End -0.293
(0.341)
Postcode Sector Dummies YES
Interest Rate -0.290
(0.204)
Euro FX -0.907
(0.837)
US FX 0.867
(0.709)
Vacancy Rate 0.00299
(0.0361)
Take up -0.000523
(0.00531)
Availability -0.00510
(0.0104)
Unemployment Rate 0.303*
(0.172)
Previous Period Office Return -1.116%**
(0.512)
Office Price Levels 0.0117*
(0.00632)
Within Conservation Area -0.0565
(0.0476)
Listed 0.158**
(0.0715)
Ln(Office Refusal Rate) 0.0288
(0.0223)
Built 1950s 0.344***
(0.103)
Built 1960s -0.327**
(0.146)
Built 1970s -0.215**
(0.106)
Built 1980s -0.0951
(0.0744)
Built 1990s 0.209***
(0.0664)
Built 2000s 0.0641
(0.0627)
2003t -0.0180
(0.112)
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2004

2005

2006

2007

2008

Midtown

West End

Ln(Employment Density 500m)
Ln(Conservation Area Density 300m)
Ln(Listed Bldg Density 300m)
Ln(Park and Garden Density 300m)
Adjacent to Park or Garden
Ln(Nearest Rail Station Distance)
Ln(Total Floors)

Ln(Depreciation Age)
Ln(Basements/Total Floors)

AlC

EG Office Grade A/B

EG Office Grade A

Ln(Percent Occupied)

Multiple Tenant Bldg

Ln(Parking Spaces)

Lambda

Constant

Observations

-0.0126
(0.0976)
0.334%**
(0.103)
0.306%**
(0.0991)
0.459%*
(0.0950)
0.205*
(0.113)
0.0552
(0.0689)
0.750%*
(0.0846)
0.440%*
(0.0412)
0.0750
(0.0457)
0.127%+*
(0.0481)
-0.00734*
(0.00334)
-0.139*
(0.0713)
0.0134
(0.0350)
0.222%%*
(0.0665)
0.0141
(0.0146)
-0.0630%*
(0.0151)
0.902%**
(0.130)
0.210%**
(0.0688)
0.192%%*
(0.0651)
-0.0974*+
(0.0228)
-0.0109
(0.0444)
0.00228
(0.00437)

-6.289**
(2.923)

6,848 6,848

0.128*
(0.0647)

6,848

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
tNo repeat-sales with complete hedonic data arereéd in 2000 or 2001.
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In contrast to non-repeat-sales, when a hedoniessmpn is performed on the repeat-
selling properties we see a significant lambda temmTable 37 indicating that the
uncorrected regression is subject to unobserveglsaheterogeneity bias. Of course the
sample of uncensored observations at 83 is relatismall, but again the finding that

repeat-sales differ from non-repeat-sales is cterdisvith our earlier results.
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Appendix D: Results of separately tested factors on repeat-sales

Congestion Charge

A test for the effect of the congestion charginge¢CCZ) was also run on the repeat-sales
sample. This was done by coding the CCZ dummy bhia if the congestion charge had
been imposed since the previous sale and remamnfide at the time of the current sale,
and it was coded -1 if the congestion charge wésroe at the time of the previous sale but

was rescinded at the time of the current sale (¥vesECZ only).

The CCZ variable is applied to the repeat-salespiamith successive controls in Table
39. The CCZ remains significant with controls fon@oyment density change, and office
refusal rate, but loses significance when the dmgliefusal rate is added as well. Given
this mixed result it is difficult to infer causalibf the CCZ on office prices one way or the
other, as the imposition of the congestion chargg mave also been contemporaneous
with increased residential conversions in centre¢éas, and this may be biasing
specifications 1-3. Notice that if specificationi@ not find a significant result for the CCZ
this would not necessarily be evidence againsetteet on the CCZ, as one of the channels

through which this could occur is through makingajer employment densities feasible.

Regardless of the CCZ'’s effect on office priceg ittnposition of the CCZ will only bias
repeat-sales indices if the location of repeatssaiside and outside of the zone was also
influenced by this policy. To test this we utilizesample of 354 repeat-sales occurring both
inside and outside of the central London to rurabp testing for a difference before and
after the imposition of the CCZ. As Table 38 showesdifferences was found. Therefore
regardless of the existence of an independentteffe¢the CCZ on prices, there is no
evidence to suggest that significant bias will bgistered in a price index derived from
repeat-sales.
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Table 38: Probability of Repeat-sales outside the Congesioarging Zone (CCZ2)

1)
EQUATION VARIABLES Outside CCZ
Congestion Charging Zone Imposed 0.368
(0.356)
Constant -1.565***
(0.344)
Observations 354

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
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Table 39: Congestion charge Repeat-sales regression

(1) (2) (3) (4)
VARIABLES OoLS IV2SLS IV2SLS IV2SLS
Ln(Price- Ln(Price- Ln(Price- Ln(Price-
Relative) Relative) Relative) Relative)
2000 1.454%* 1.532%** 1.391%** 1.270%**
(0.492) (0.482) (0.480) (0.446)
2001 0.127 0.0664 0.0879 0.0720
(0.0877) (0.0885) (0.0880) (0.0825)
2002 -0.0611 -0.0491 -0.0474 -0.0423
(0.101) (0.0990) (0.0978) (0.0917)
2003 -0.237** -0.243** -0.242** -0.0397
(0.105) (0.102) (0.101) (0.103)
2004 0.2171%* 0.168** 0.186** 0.120
(0.0806) (0.0803) (0.0798) (0.0757)
2005 0.0932 0.0765 0.0804 0.0877
(0.0642) (0.0631) (0.0624) (0.0606)
2006 0.226*** 0.205*** 0.219*+* 0.233***
(0.0598) (0.0589) (0.0586) (0.0560)
2007 -0.0480 -0.0875 -0.0929 -0.0530
(0.0733) (0.0730) (0.0722) (0.0685)
2008 -0.182 -0.212 -0.172 -0.414**
(0.1712) (0.168) (0.167) (0.183)
Ln(Predicted EDC with all 2.466*** 3.946*** 3.514**
instruments)
(0.873) (1.096) (1.367)
Ln(Office Refusal Rate) 0.0263** 0.118***
(0.0120) (0.0441)
Ln(Dwelling Refusal Rate) -0.184*
(0.102)
Congestion Charge 0.171* 0.162** 0.158* -0.0112
(0.0811) (0.0795) (0.0785) (0.0808)
Observations 173 173 173 173
R-squared 0.711 0.725 0.733 0.781

Standard errors in parentheses, *** p<0.01, ** B&).* p<0.1



Occupancy

An obvious channel through which repeat-sales cpubdluce biased estimates is through
changes in the property occupancy-rate betwees.salsubset of 191 of the 354 repeat-
sales used in the Congestion Charge example hasaéeclata on the occupancy-rate at the
time of both sales, and is used to test for antethieffect of change in occupancy rate in
Table 41 below. As we can see the effect is ordyificant at the 10% level and is not
robust to the inclusion of submarket dummies. Unmifoately we do not have data on
occupancy rates of office buildings across Londmrdmpare the sample of repeat-sales
with the market. However, we can compare the repalas occupancy rate with that of
sales. Table 40 below shows that there does appérr a small selection effect of higher
occupancy rates being associated with repeat-daégbaps some speculative owners are
purchasing properties with high vacancy rates,orgsj their income streams by filing
them with new tenants, and then selling them owrldyi However, the occupancy rate is
different from the change in occupancy, and onlyé could compare the change in
occupancy rates from unsold buildings could werinfbether repeat-sales are biased by

occupancy rate differences.

Table 40: Repeat-sales vs Sales on Occupancy rate probit

(1)

EQUATION VARIABLES Repeat-sales
Occupancy Rate 0.358*
(0.211)
Constant -0.713***
(0.200)
Observations 600

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
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Table 41: Occupancy-rate Repeat-sales regression

1) )

VARIABLES oLS oLS
Ln(Price- Ln(Price-
Relative) Relative)
1995 1.233* 1.473%+*
(0.500) (0.521)
1996 0.393 0.317
(0.407 (0.429
1997 -0.29¢ -0.481
(0.382) (0.375)
199¢ 0.21% 0.311
(0.295 (0.284
1999 -0.207 -0.128
(0.169) (0.168)
200( 0.230° 0.094¢
(0.125) (0.126)
2001 0.0379 0.0522
(0.120) (0.115)
200z 0.045¢ 0.063¢
(0.130) (0.125)
200z -0.083( -0.13¢
(0.112) (0.109)
2004 0.0985 0.101
(0.0787) (0.0806)
200t 0.129° 0.10¢
(0.0705) (0.0704)
2006 0.276*** 0.279%**
(0.07124 (0.0685
2007 -0.276*** -0.293***
(0.0729) (0.0712)
200¢ -0.085¢ -0.139**
(0.0599 (0.0589
Occupancy Rate Change 0.157* 0.112
(0.0869) (0.0840)
City Fringe 0.072¢
(0.0668)
Docklands -0.281
(0.236)
Midtown 0.081:
(0.0503)
North Centre 0.276’
(0.158)
South Central -0.00572
(0.0900)
Southern Fring -0.0038!
(0.122)
West Central 0.0435
(0.0895
West Ent 0.171***
(0.0371)
Observation 191 191
R-squared 0.593 0.646

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Sale Leaseback

Although the previous analyses have focused oitatés of the building and its location, a
further characteristic that may influence priceshis structure of financing. In particular,
cheaper credit or the ability to purchase the lngidvith less capital may increase sale
prices achieved. Along this vein we analysed thmesaubset of 191 properties above for
which we also had data on whether or not the ptgpeas financed with a Sale-Leaseback
structure. A sale-leaseback is where the buildimdjland are purchased but the land is then
sold and the building owner now subsequently ledkesland. The advantage of this
strategy is that it requires less capital to firmbailding purchases, and the lessee can reap
tax shield benefits from lease payments. As a tggatential buyers may be willing to pay
a premium if they are able to execute a sale-lesdeteal on the transaction (Rutherford
1990, Sirmans and Slade, 2000).

To test for the effect of sale-leaseback finansialcture, the dummy variable is coded 1 if
the building was sold as a sale-leaseback in thenskesale but not in the first, and the
dummy variable is coded -1 if the building was sadda sale-leaseback in the first-sale but
not the second. Including change in sale-leaselrackable 43 shows that there is no
measurable effect. However, the small effect olipancy rate remains when it is included.
Comparing sales with repeat-sales in Table 42,aeetlsat there appears to be a preference
for repeat-sales not to be financed by sale-leagsb&lowever since repeat-sales will only
pick up changesin financial structure between sales, the sigaiftcresult in Table 42
would not be immediate evidence for potential lmassale-leasebacks even if a significant
coefficient had been found in Table 43.
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Table 42:Repeat-sales vs Sales on Sale-leaseback probit

) )
EQUATION VARIABLES Repeat-Sale Repeat-Sale
Sale-Leaseback -0.815** -0.842**
(0.330) (0.331)
Occupancy Rate 0.386*
(0.212)
Constant -0.360%*** -0.708***
(0.0561) (0.201)
Observations 600 600

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1
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Table 43: Sale-leaseback Repeat-sales regressions

(1) (2)
VARIABLES OLS oLS
Ln(Price- Ln(Price-
Relative) Relative)
1995 1.235** 1.233**
(0.510) (0.502)
1996 0.390 0.393
(0.415) (0.408)
1997 -0.298 -0.295
(0.390) (0.383)
1998 0.220 0.217
(0.301) (0.296)
1999 -0.142 -0.207
(0.169) (0.170)
2000 0.157 0.230*
(0.123) (0.126)
2001 0.0555 0.0379
(0.122) (0.120)
2002 0.0223 0.0456
(0.132) (0.130)
2003 -0.0810 -0.0825
(0.115) (0.113)
2004 0.111 0.0979
(0.0817) (0.0805)
2005 0.123* 0.130*
(0.0729) (0.0717)
2006 0.297*** 0.275***
(0.0723) (0.0718)
2007 -0.287*** -0.276***
(0.0743) (0.0732)
2008 -0.0943 -0.0855
(0.0608) (0.0600)
Sale-Leaseback Change 0.0229 0.00297
(0.0792) (0.0794)
Occupancy Rate Change 0.156*
(0.0888)
Observations 191 191
R-squared 0.576 0.593

Standard errors in parentheses
% p<0.01, ** p<0.05, * p<0.1
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Chapter 3 Transition

The previous chapter dealt with sources of biasiragi in repeat-sales indices of
commercial offices. It was shown that unrepresergadmployment density changes and
development restrictiveness were the primary dsivefr this bias. Knowledge of these
effects may be used to improve future repeat-sadéces constructed for London, and
potentially for other cities which produce suchiges as well. Although corrections for
these biases were undertaken in the previous papenany practical instances such
modifications may prove infeasible, with possiblyeleterious consequences for
stakeholders relying on repeat-sales indices agpeaesentation of the actual market.
Fortunately, repeat-sales are just one of a nurabprice indices available for use in real
estate industry and research. Indeed, within imgute most prevalent indices are
currently valuation-based, whereas hedonic indazesfavoured in economic research for
their versatility in tackling a variety of causalegtions. However, like the issues identified
with the repeat-sales index examined above, difteiredex construction methods may in
turn possess problems of their own, with greatdesser potential for correction depending

on the case in question.

The final paper builds on the previous chaptersilygses of capital returns in the London
office market by comparing and contrasting an isicle array of transaction and valuation-
based indices. This comparison finds substantifdrénces in the timing of market turning
points and various descriptive statistics of theskces. Although it cannot be knovwan
priori which of these indices represent the most accdegtection of the actual market, this
paper is able to uniquely demonstrate that a tdiossabased hedonic model is not only
feasible for London, but surprisingly that it outisems the repeat-sales index due to the
greater inclusivity of sale observations. Furthemndy comparing and contrasting many
different indices in concert while taking into aoobd the inherent limitations specific to
each, it is hoped that the most authentic impressfdistorical market movements can be
obtained.
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Chapter 3: Commercial real estate price indices: A comparative analysis of the

London office market

Abstract

This paper sheds light on the history of Londorncefinarket prices between 1998-2010; a
period containing two of the most significant boand bust real estate cycles experienced
in recent times. As no universally accepted retdtesprice index exists, this is done by
comparing seven indices produced by competing ndelbgies of index construction.
These indices include; valuations, desmoothed tiahms transaction-linked indices, real
estate securities, stock market equities, repdas;sand a sophisticated hedonic model of
London office property. This comparison finds sfgr@int differences between the
valuation and transaction-based indices primamdiated to inertia and dampened price
movements, especially in the most recent markedtgyrs beginning in 2007. In addition,
it is shown that our well specified hedonic indgpears to outperform the repeat-sales
index due to sensitivity of transaction-based iaditco sample selection bias, and the
greater inclusivity of observations possible wittdbnic estimation. This result is derived
from the use of a nearly identical sample of obagons in both the hedonic and repeat-
sales indices to confirm the validity of the hedospecification employed in this paper.
Other notable results include the fact that the SS$irocedure conventionally used to
correct for heteroskedasticity in housing appeardd superfluous with regard to office
property, and that the valuation desmoothing tepmideveloped by Geltner (1993b)
appears to exaggerate the price movements of attureaction-based series. Finally, an
original fractional-time weighting procedure fopsat-sales is developed which allows for
simpler calculation of transformation-bias while intaining a minimum of temporal

aggregation bias.
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Introduction

The construction of an accurate price index tossst®e performance real estate has been a
constant source of research and debate. In corttvastock markets whose assets are
divisible, highly liquid and centrally traded, reabtate is indivisible, transactions are
infrequent, and bid, offer and price informatiomngen primarily private. Moreover stock
markets can benchmark a broad-based index of assadiag in the same marketplace,
whereas real estate often lacks ready definitidrihe extent of their respective markets.
To compound these problems real estate assetsigiy heterogeneous (if not unique)
across physical characteristics and space. Thigitiehally calls into question the
representativeness of samples and precludes thefusaive first moments to measure
prices. All of these features impede the creatidnrepresentative price indices in
commercial real estate to a greater or lesser dedgpending upon the market and time-

frame in question.

As a result of these difficulties there are oftemitiple price indices competing for status as
the industry standard within any given marketpldoethe UK, the focus of this analysis,

the primary source of real estate indices comes firge agents which have access to
transaction data through their proximity to deals specialist industry and research
organisations. Due to the relatively closed-nawfré¢he UK market and since trading in

commercial markets is infrequent, not only do vabrabased return indices dominate the
landscape, no institution currently publishes ade&tion-based index for use in industry.
This is a key deficiency in the coverage of the kaaias transaction-based indices may
both present a more objective picture of actualeplevels and vary markedly from indices
based on valuations.

This paper utilizes a unique dataset of office satethe London to construct transaction-
based hedonic and repeat-sales indices duringahedp1998-2010. These indices are then
compared with each other and with valuation-ba$dd (Investment Property Databank)
and desmoothed IPD indices, the new transactikedinlPD series, and real estate

securities. Our purpose in comparing and contrgstiese various indices is not to crudely
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claim that one method is superior to another, bthar to see what insights we gain by
analysing their respective price movements whikiog a critical eye on the assumptions
and methodology lying behind each index. Sincecthreceptual weaknesses and supporting
assumptions underlying each index are differentnvesg interpret the common messages
that emerge across all indices as a relatively spindicator of historical reality. This
comparison finds significant differences betweee thaluation and transaction-based
indices primarily related to inertia and dampenedeomovements, especially during the

pronounced market oscillations experienced in dfted half of the 2000s.

With our unique dataset this paper is able to famrttevelop previous comparisons of
commercial real estate. We find that the use efiddonic method to produce time-series
of commercial offices is not only feasible but liksuperior to the more common method
adopted in the real estate industry of repeat-saleis result holds due to the reduction in
effective sample size and the concomitant decrgasepresentativeness that occurs as a
result of the need to exclude all property saleglwido not occur in comparable multiples
over the study period. We can be confident in tégilt due to the introduction of a novel
methodology for verifying the validity of our hedormodel: comparing the hedonic price

index with a repeat-sales index consisting of #iaes sample of sales.

With regard to repeat-sales this paper finds that3{SLS procedure conventionally used to
correct for heteroskedasticity in housing is indigtiishable from an uncorrected OLS
regression. In addition, this paper also introduaasoriginal fractional-time weighting
procedure for repeat-sales that allows for simpéculation of transformation-bias while
maintaining a minimum of temporal aggregation bi@ather notable findings include the
fact that, contrary to previous research, real testecurities in the UK follow the
movements of London office property more closelgrtithe stock market as a whole, the
method of desmoothing valuations as introduced ljtn@&r (1993b) produces lead-lag
relationships that are a surprisingly close anadotp transaction-based series but which
appear to exaggerate price movements, and thatsIRBw transaction-linked index is

extremely similar to its primitive uncorrected valion series.
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This paper continues with an overview of the twdustion-based and five transaction-
based indices compared in this paper, along witbraginal fractional time-weight matrix

for use in simplifying the correction of transfortioa bias in repeat-sales. Next the original
dataset used to produce the hedonic and repeatisalex is presented, followed by the
datasets of the other indices, and a comparisoallo§even indices. The paper then

proceeds to discuss these results and concludes.

Valuation-based price indices

Valuations

Valuation indices dominate the market for comméngiaperty in both the US and the UK.
The primary advantage of valuation-based indicgwimciple is continuous observation of
prices (simulated liquidity), even though as valuat these ‘prices’ are only a subjective
approximation of market values. This observabitititigates problems inherent with low
transaction volume, such as high standard estimatioors and sample selection bias.
However with regard to price index constructionuations suffer limitations of their own
related to: (i) the accuracy of price levels at agiyen point in time, (i) the
representativeness of asset price variance, ahte(hargic reactions to actual market price
movement¥”. Typically all three of the problems are presenwaluation-based indices
and are known collectively as ‘smoothing’.

Valuation accuracy

The problem of valuation accuracy was first highlegl to dramatic effect in a paper
published by Hager and Lord (1985). This paper aoed an analysis of two properties
appraised by a random sample of 11 professionakval The results of this exercise were
standard deviations of nearly 10% with some vatuatidiffering more than 25% from the

mean. This finding deeply troubled the valuatiodustry and initiated a series of more
formal academic inquiries into the accuracy of grtyvaluations. Among the first of these

was Miles, Cole, and Guilkey (1990), who found tb#ice properties had a 10% average

125 Although valuers can impart their own bias on iidlinal transactions, and individual sales may be
unrepresentative of the market, these idiosynceatiars are less relevant to price-index constoactiecause
should cancel out when the population of valuatiamesaggregated in an index (RICS, 2011).
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bias in estimated average annual performance aveé-year period, and that valuations
underestimate prices when returns are high and @xeestimate prices when returns are
low (that is to say, actual peaks and troughs aeemronounced than valuations suggest).
Similarly, Adair et al (1994) also recorded arouadl10% mean variation in office
valuations, but did not test whether these err@sevgystemically biased or varied with the
real estate cycle. In perhaps the largest studyate, the co-founder of IPD, lan Cullen
used proprietary data on 7,000 sale-valuation aidsfound that two-thirds of sales (one
standard deviation) were within 20% of the moserte/aluation, and valuations tended to
systemically fall below realized prices and undsgresent market movements (1994).
Webb (1994) also noted that the direction of vatuaterror was inverse to market
movements, and was additionally related to low itpi@roperties and high vacancy rates.
However unlike previous studies he found that tleesars averaged out over time such that
over long-periods there was no bias in estimatédrme. Matysiak and Wang (1995)
reported standard deviations on the difference éetwaluations and sales prices of 20%
with a 7% undervaluation of properties on averagel, their valuations also showed inertia
(lagged adjustment) with respect to market movemeBlundell and Ward (2008) also
found an average undervaluation of 7%, a standaat ef 18%, and undervaluation in

rising markets and overvaluation in falling markets

The common theme of these valuation performancdysem is that they tend to
underestimate (overestimate) price levels in rigfatling) markets, and valuation accuracy
across a sample of properties, as defined by stdmuleors, appears to lie between 10-20%.
The fact that many of these studies find that u@dnandices tend to under-report prices on
average is almost certainly because nominal arldeahestate asset prices have continued
to rise over tim&®. For instance, it is telling that the annual miténflation in the UK over
these studies’ sample periods; covering the 197ds1880s, is commensurate with the
magnitude of the downward errors found in theseemapclose to 7% (ONS, 2012).
Therefore in spite of cyclical variation, at anywen moment it is most probable that
appraised properties have undergone or are inrbeeps of undergoing price increases,

126 Real estate prices have secularly risen in nonaindireal terms due to the imposition of discretign
central bank-led money creation without a gold-dtad and strict land-use controls.
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and since these price increases only enter valuatidices with a time-lag, we observe

valuation-based indices under-reporting prices.

Valuation variance

In addition to the problem of valuation accuracyaagiven point in time, there has also
been concern about the representativeness of @aluaariance across time-periods. In
contrast to market prices, price-indices based alations tend to understate the true
volatility of their underlying assets. Valuationsaynalso miss some apparent price
movements altogether or only register them longrdfie fact, especially when the market
moves rapidly or in opposite directions. For ins&rn the late 1980s the US NCREIF
valuation index failed to register significant deek in commercial property values at a
time when many financial institutions were beingldead insolvent, with sharply falling
real estate values being cited as the primary catifeeir insolvency (Fisher et al, 1994).
Another shorter but also remarkable episode ocdurnrdhe third quarter of 1998, where
the US real estate market suffered a sharp deblibejuick recovery that was altogether
missed by the NCREIF index, and institutional irees looking to the index as a gauge of
risk cried foul (Fisher and Geltner, 2000).

Lai and Wang (1998) identify an additional potensiaurce of variance dampening. In the
same way that accountants may face institutioredqure to announce official figures for
their clients that are more favourable than theedyahg reality, valuers may be under
pressure from fund managers to embellish their tedoprice fluctuations. For instance,
Crosby, Lizieri, and McAllister (2010) find thatehdentity of the client influenced the rate
at which valuers reported losses in the end-206&sson. It has even been suggested that
successive valuations are anchored by the moshtre@duation. Instead of, as is best
practice, beginning each successive valuatiennovo, valuers may be influenced by
previous valuations, and in order to appear cozisishay base consecutive valuations off

of previous ones.

Variance dampening can also arise less deliberftaty the fact that although valuations

in an index will be conducted at different pointstime within a computation period, they
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will all be pinned to a common date when constngcthe index. When non-synchronous
valuations are aggregated in an index, this creatg®tentially non-trivial degree of
smoothing known as temporal aggregation bias (@elttP93a). Naturally this problem is
inversely proportionate to the duration of compotatperiod, and could easily be
eliminated by dating valuations precisely and udimg information to fractionally time-
weight the inde¥’. In practice this problem is now mitigated by irderoducers by
requiring that valuations be stated as at the éméch month, or no more than ten working
days previous to that date. Therefore it is nopssing that Bond and Hwang (2007) only
found weak evidence for non-synchronous apprams#ie UK with the IPD index, and no
evidence in the US with the NCREIF (National Colnzi Real Estate Investment
Fiduciaries) index.

Valuation inertia

As noted in the section on valuation accuracy apdveas been widely documented that
price-indices based on valuations tend to lag liehinvements in the actual mariét A
major cause of valuation variance error appeaesig® from the valuer’s need to filter out
random noise in the variation of property pricesrirtrue market signals. Any given sale-
price is a reflection of not only current price éés, but also random noise in the form of
observational error, asymmetric negotiation skilsymmetric information, and unique
motivations of the sellers and buyers (Crosby, 199herefore, in order to reduce the
component of random noise in valuations it maydtmnal for valuers to combine the most
recent comparable sale with other sales from theerdestant past (Geltner, 1989, 1991;
and Ross and Zisler, 1991). Incorporating this olodormation implies that current
valuations will not only contain some dated infotima, but that the estimated current
prices will also be smoothed over time reflectintyjpe of moving average rather than a
true spot price. Thus the valuer faces an inheteute-off. Recognising more (fewer)

previous sales decreases (increases) the timelofggsce fluctuations, but also reduces

127 See ‘Appendix B: FTW level-based index time-weggjftable 54 for an example of how this would work
in practice for valuations dated with monthly psécn.

128 Eor instance, Lee, Lizieri and Ward (2000) founattthe IPD monthly index lagged behind the FTSEIRe
Estate price series, with a highest correlatiof.8¥ at a 7 month lag vs. 0.04 contemporaneously.
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(increases) the random error associated with thesydcratic characteristics of the
comparable sales. This tradeoff between transaeor and market movement error in
the valuation process is modelled in the literaagédollows?*:

Vt* = th*—l + (1 - (Z)Vt (13)
Where;
Vi = property valuation in period t

V; = true market property value in period t

a = a fraction between 0 and 1 which governs thatimiship between the previous

valuation, true market value, and optimal presahiations

Solving forV; we have;

V=W —aVi))/(1—a) (14)

As is evident from equation (13) and (14), largatues ofa are indicative of greater
smoothing within the original time-series, and #fere a greater proportion of the previous
valuation must be removed from the current valuatioorder to arrive at the true market

value of the property;.

Another potential driver of valuation inertia isetlvaluation and reporting regime of
property companies themselves. In quarterly vabumaltiased price indices, property
companies have been known to report previous-perabgations in lieu of revaluing the

properties each period, in accordance with the xsdporting frequency. Naturally an

129 Eor example see Booth and Marcato (2004b).
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index which unwittingly incorporates these staldua#ions in current periods will be

lagged by construction.

Although over sufficiently long periods valuatiomdices should reflect a relatively
unbiased metric of the true appreciation of thd esdate market, in the presence of
smoothing the index will be lagged and the variaotshort-interval returns across time
and the covariance of these returns with othertais@# be biased towards zero. Following
Markowitz (1952) and successive work on portfohedry, for purposes of optimal asset
allocation and diversification it is these variasm@and cross-correlations that are of interest
to asset managers. Booth and Matysiak (2004) shatadjusting for valuation smoothing
along these criteria makes a material differencadset allocation decisions. In practice
consultants already use assumptions to adjustdiatilty not captured by valuation-based
real estate indices, and institutional investordy amlocate between 5-10% of their
portfolios to real estate in spite of the fact timafive models not accounting for this

distortion would weight real estate much higher (64&0 and Key, 2007).

Recent years have also seen growth in the intdogsproperty derivatives. Property
derivatives have the potential to increase thecieficy of risk-allocation and address the
long-standing issues in real estate markets of)-tignsaction and management costs, lack
of liquidity, and inability to sell short. Howevean order for real estate derivatives trading
to achieve these putative benefits they must bedoaf of an accurate index of prices. A
practical problem common to both valuation andgeation-based indices however, is that
as new transaction information comes into the indear timé®, the index will need to
recalculated, invalidating previously reported prievels. The standard method of dealing
with this problem in industry is to simply ‘freezeld index values at their formerly
reported levels, while incorporating the new infatian in all subsequently published

values. Although this means that the reported ticstbvalues will be technically ‘wrong’,

130|n the case of valuation-based indices this weoithe about due to the recruitment of new data diogi
members. For repeat-sales indices, future-salesiably create new sale-pairs. And for hedonicdad]
unless all hedonic variables are time specific (whis data intensive), new sales will change thiohie
coefficients, driving corrections in previous tirdammies.
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this method at least has the benefit of being teailyoconsistent, precluding the need for
continual updating and trading compensation. Vauabased indices in particular have
additional problems when used for derivatives trigdielated to accuracy and smoothing.
These problems have been the principal motivatiagtofs driving both the use of
transaction-based indices and the developmentesmdothing’ techniques for valuation

data.

Desmoothed Valuations

Rather than abandon valuation-based indices dughéor smoothing problems, an
alternative is to attempt to desmooth these indegdlicitly. In order to desmooth a
valuation-based time-series it is necessary tonasgte structure of the smoothing with a
formal model. This assumed model is then invertedrder to arrive at what the original
desmoothed series would have looked like if theragsions of the smoothing model were
true. Naturally the effectiveness of this technigasts entirely upon the validity of the
assumed model of smoothing. One common approdohassume that, while the smoothed
valuation returns are generally positively autorelated, the returns of the true series are
uncorrelated from one period to the next (Quan @uigley, 1991). This assumption is
essentially the classical hypothesis of weak-fofficiency in asset markets, and amounts
to saying that successive returns are unpredictaéded on past information. Using the
efficient market assumption, the parameters ofstm@othing model can be empirically
estimated with regression analysis. Fisher, Gelemst Webb (1994) produce such a model
of smoothing and expand upon it by additionallyuasieig that, like the consensus of real
estate practitioners, the true volatility of commel real estate valuation-based returns is

approximately one half that of the domestic stoekkat.

Although informational efficiency assumption apmedan hold quite well for relatively
transparent and liquid markets such as securitézs, estate markets are noted for their
cyclicality and the fact that successive returnedtéo resemble those of the recent past
(Case and Shiller, 1989; Lee, Devaney and Youn@7RORather than invoking the
efficient market assumption in order to empiricatlyoose values fax in equation (14),

Geltner (1993b) instead proposes to reverse engwedaation indices by subjectively
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assuming a plausible value fat31. The benefit of this method is that it does najuiee
that real estate markets be informationally effitievhich is likely to parallel reality more
closely.

The two model-based desmoothing procedures dedcritve all imply a constant
smoothing parameter. However, if valuation bigsagod specific, then the application of a
constant smoothing parameter will result in a sedentaining a mixture of under and
oversmoothed terms. Based off of Geltner's (199&mthodology, Chaplin (1997)
proposes a model which allows for the desmoothiaameter to vary according to the
volume of transactions, and therefore, the degoesvhtich prior information is being
incorporated into current valuations. Lizeri, Stltland Wongwachara (2012) introduce a
regime-switching approach which uses indicators foarket performance to switch
between high and low smoothing regimes. HowevdaytGn, Geltner and Hamilton
(2001) while confirming the hypothesis that greatatuation smoothing occurs during
periods of illiquidity when fewer transactions arensummated, they also find that the
approximation of this time-varying smoothing paréesnevith a constant may not lead to
grossly different price index results.

Transaction-based price indices

Hedonic

Hedonic price indices are based on the methodduoted by Rosen (1974) for pricing the
constituent elements of composite goods. In the oéseal estate, hedonic indices replace
the valuation process with an econometric evalagpimcedure in which the index value
for each calendar period is based on the a&xalosttransaction prices of the properties
which have sold. The hedonic variables in the regjom control for the location,
composition and quality of these properties retativ the market as a whole. At present,
the use of hedonics in constructing real estateepindices is primarily the domain of
single family homes, where samples are far larger generally more homogeneous than

commercial property. Hedonics is also used extehgin applied real estate research to

131 Geltner (1993b) argues that for annual appratsal®ptimal value fox in his data series is around 0.5.
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measure the effect of a given property attributemrironmental characteristic on sale or

rental prices.

In the hedonic approach property transaction pijassally per square metre) are regressed
onto a vector of property and environmental charétics and a vector of time-dummies
(the intercepts of the cross-sectional model), tareeach calendar period. These time
dummies are ideally fractionally-time weighted aciog to Brian and Colwell (1982) so
as to peg the estimated return to values reprasentd the end of each year and minimise
temporal lag bid$? In theory the hedonic regressors capture thetefiiat cross-sectional
(i.e. across those properties sold within a givemedtinterval) differences in property
characteristics have on average transaction pfaresach time period. With the property
characteristics (hopefully) adequately controlled, the time dummies will capture the
pure effect of time on a set of constant qualigperties, and thus price index levels can be
read off of these time-dummy coefficients. The reation equation in both housing and
commercial property has generally been found tenbst satisfactory when modelled with

a log-log specification, as in the equation usethis paper and outlined below.

] T
P =vyo+ 23in1' + Z ItDit + €4 (15)
=1 t=1

Where,
P;; = Log sale price per meter for sale of propéwyd timet
Yo = The constant term

B; = Coefficient onX;

132 See ‘Appendix B: FTW level-based index time-weglior these weights.
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X;j = Log characteristigof propertyi

I. = Price-level at timé

D;; = Dummy variable indicating sale of propeirgt timet

€;; =I.1.d. error term for propertyand sale at time

Of course, hedonic models are only as good asp&eifgations used to derive them. If
influential variables are omitted, then unless Heroic assumption is made that these
variables are also orthogonal to the time-dummyfieents or other variables of interest,
their omission will induce bias on the pure pridereges. Furthermore, if the functional
form of how property attributes affect price is sgsecified, then the resulting error on the
property characteristic coefficients will likelyatnsfer through to the time-dummies and the

estimated price index.

Another problem frequently noted with the hedomichinique is that if the cross-sectional
property characteristic parameters are non-const#en this non-constancy will be
erroneously picked up as part of the time-dummegatffThere are however two ways to
mitigate but not eliminate this problem. The fishown as hedonic imputation, is to re-
estimate these parameters every time period. \Wishnhethod parameter constancy is only
assumed within each estimated period rather thesssithe entire timespan of the dataset.
However, in general this technique is infeasibleewlzconstructing commercial real estate
indices due to the sparsity of the available datee second method that can be adopted to
deal with parameter inconstancy is simply to interthe coefficients with the time
dummies, but again data constraints in the fornsudficient degrees of freedom often
preclude this. In practice the problem of paramateonstancy is generally ignored, as
estimated inter-temporal parameter differences hmen shown empirically to be small
(Glascock, Kim, and Sirmans 1993; and Dombrow, Khigirmans 1997). Interestingly,

the issue of parameter constancy is one area irchwhialuations could potentially
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outperform transaction-based indices, assumingevalmdeed have the ability to recognise
such changes. But again there would likely be Kkamgshese updates as with the price

volatility problems mentioned earlier.

By using actual transaction prices, hedonic indieesid the smoothing inherent in
valuations. However, even with a perfect hedoniclehdhere will still be some smoothing
or lagging due to the aggregation of sales thaumoet different points in time into a
common time-interval. This so-called temporal aggt®n bias, can be halved for any
given number of time-periods however by utilizingy& and Colwell's method mentioned
above. Estimation error also injects random naise the hedonic index, artificially adding
volatility into the estimated returns. These estiomaerrors are purely random and will
have the effect of imparting negative first-ordere.( between successive periods)
autocorrelation in the return index. Aside from guatally more accurate price index
construction, a working hedonic model of commercgall estate prices could substitute for
valuations which can take anywhere from 2-4 weeksdmplete, whereas a hedonic
analysis, once properly modelled, could be perfarmihin hours and for a fraction of the
cost (Crosson, Dannis and Thibodeau, 1996). Reyades$- on the other hand do not have
the same potential as hedonic indices to replatgatians, as they would be infeasible
whenever a building had been considerably alteretivden sales or if it had never

previously been sold.

Repeat-sales

Repeat-sales price indices are a variation of g@ohic technique, first introduced as an
index modelling procedure in the seminal articleBayley, et al (1963) and later extended
by Case and Shiller (1987). Like hedonics, repabdssexclusively use transaction prices.
However, as opposed to assembling a wide and ctenp@ge of hedonic controls, the
repeat-sales technique is a fixed-effects procedihrieh utilizes previous sales of the
property aghe hedonic control. By matching these comparablesstile entire universe of
constant observed and unobserved property chasdicterin principle can be controlled
for, and changes to prices affected by the enviemtrand market conditions are registered

in the index. Therefore repeat-sales should notesdfom the specification problems
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which plague hedonic indices on the condition thase characteristics are held constant
between sales. In order to ensure that the easlde of the repeat-sales pair is
representative of the later sale, these indice®vemroperties from the sample which have
been altered physically (such as capital improvdas)ehetween sale dates. However,
repeat-sales indices are themselves problemati@airtheir estimation requires that sales of
the same asset occur in multiples, which usuallyamsethat many years must elapse
between the start of the dataset and when one egm o construct a viable index.

Furthermore, the fact that the index can only zgilsale-multiples represents an inefficient
use of the total transaction data which can resutbnsiderable issues of selectivity (Case
et al 1991; Clapp and Giacotto, 1992; and Gataaff Haurin, 1997). In addition, because
there is perfect collinearity between the periodkirdummy variables and building age,
the effect of structural obsolescence cannot beeftext! linearly, and this can lead to a

downward bias in the resulting price ind&x

Following equation (15) and assuming separate hedestimation equations for both the

first and second sale we have;

J T
j=1 t=1
J T
P =y, + Z BiX7 + z I.D? + €} (17)
j=1 t=1

Where;

P? = Log sale price for sale number 1,2

p; = Coefficient onX;

133 Chau, Wong, and Yiu (2005) however are able toanrae this fact by incorporating non-linear age
effects into the model.
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ij = Log characteristigof propertyi for sales = 1,2
I, = Price-level at time
Dy = Dummy variable indicating safe= 1,2 at timet
e/ =i.i.d. error term for propertyand sale = 1,2.

Assuming property characteristics are constant emw\salesvi,j(xilj = Xl-zj), differencing

equation (3) with equation (2) yields;

T
PiZ_Pi1=ZIt(Dt2_D3)+lli1’2 (18)
t=1

Whereu? = €2 — €.

If we assume that sales 1 and 2 occur at timed t + t, respectively, the estimation of

equation (18) simplifies to;

PIYT =P =y — I+ (19)
From which index levels constructed via the estaddt terms. However the method for
deriving the index from thd, terms is dependent upon the particular time-dummy
specification used in equation (18). There are passible types of time-dummy matrix
specifications which can be used to produce repalat price indices, but neither has been
explicitly named by researchers or industry. Farigt this paper will refer to these two
matrix formulations as index-level matrices andex@rowth matrices. Both level and
growth-based matrices were introduced as possibie-dummy specifications in the

seminal paper by Bailey, Muth, and Nourse (1963) waill produce identical uncorrected
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index estimates when calculated from identical .datatheir paper, Bailey, Muth and
Nourse chose to use a level-based specificatioth@grounds that it was computationally
simpler. The level-based index matrix is speciféadfollows; on the date of the first sale
the index is coded as -1, on the date of the sesaf®lthe index is coded as +1, zeros
everywhere else, including in the first column meldess of properties sold in that period.
Setting the first column to zeros is done as a atimation which sets the index base value
to 1 and to prevent multicollinearity. An examplélwake this specification clear. Say we
have 4 properties; the first sold in 2000 and agai2003, a second sold in 2001 and again
in 2002, a third sold in 2002 and again in 2003] arfourth bought in 2001 and again in
2003 producing Table 44 below.

Table 44:Example 1, X-marks the sale.

Year of Sale
Sale-Pair Observation 2000 2001 2002 2003
1 X - - X
2 - X X -
3 - - X X
4 - X - X

The corresponding level-based time matrix with sgstve sale-pairs represented by rows

and successive time-periods represented by colwuokl then be;

0 0 0 1
0 -1 1 o0|_

0 0 -1 1| D (20)
0 -1 0 1

The ratio of the second to the first sale pridgs.¢/P; ;) can then be used to estimate the

index valueslg, ., I;) at the time of the second{ ) and first salest] as follows;

Pi t+T It+1'
— = X Vitrir (21)
Py Iy
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With v representing an error term unique to the saleropertyi at timest andt + t.
Notice that equation (21) is equivalent to an exgiated equation (19), witm(Pi,t) =

PE. Inlogs equation (21) becomes;

P.
1n< ;HT) = —In(ly) + In(l;,,) + ln(vilt_tﬁ)
it

We can now see how the first two terms on the +igintd side of this equation map out the

matrix in equation (20) above. In vector notatiom mow have;
y=BD,+v

Wherey is the vector of logged price relativéy, is the level-based time-dummy matix,

is the vector of logged index values, and the vector of error terms.

Successive price levels in the index can now bdenattd as follows.

I;:eﬁt

However becausg, is a random variable and not a constant, the esifioe/, must be
corrected for transformation-bias (Goldberger 1888)f the error term in the logged
specification is log-normally distributed, as isngentionally assumed, then following
Kennedy (1981) aalmostunbiasedf® estimator fot, is;

n= oBe=(3)var(Bo)] 22)

134 Sincep, is a dummy variable and not continuous, it is prapriate to interpret it directly as a rate of
change as is generally done in log-log regresgidas/orsen and Palmquist 1980).

135 Although the transform-corrected coefficient estieis still biased due to the convexity of theangntial
function, it is less biased than an uncorrectedfictent (Goldberger 1968). Giles (1982) presehis t
formulation for the unbiased estimator, howevés ttomputationally inconvenient due to infinite suend is
unlikely to be meaningfully different from Kennedy(1981) estimator.
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Note that the index value and its transformatiaasbcorrection for each period are
constructed solely from the coefficient and staddarror estimates of the period in
guestion. The independence of the calculation déxnlevels for each period from other

periods is an inherent feature of level-based eslic

Growth-based index estimation

In recent years the second matrix formulation basedhe estimation of period price
growth-rates has gained popularity in the literatand in the construction of tradable real
estate indices (Geltner and Pollakowski, 2007).sTimatrix specification consists of
placing +1 in each of the columns representingoir@ds for which the property was held,
and zeros in columns representing the periods éefa property was purchased and after
the property was sold. Taking the four propertyrepke above the corresponding growth-

based time matrix would now be;

= D¢ (23)

coor
[ e S G WY
[ G\

Again the ratio of the second to the first salegsiis used to estimate the index values,
except now the specification uses the base indeagt calculate successive index levels

indirectly from rates of growth. Following the foatnabove we have;

Pi’t"'T =] Tt Tt+1 Tt+t
P — 10 X e X e X e X e X ui't't_i_-[
it
Now in logs;

P:
ln <%> = ln(Io) + T‘t + T‘t+1 + ...+ rt+-[ + ln(u,i'tlt_'_-[)

it
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And in vector notation;
y=TIDg+pn (24)

Now where y is the vector of logged price relatjveg is the growth-based time-dummy
matrix, I' is the vector of logged index growth rate paramsetandu is the error vector.
The growth index is then constructed by chainediplidation where the base period is;

—~ =

Io = er‘) (25)

And successive periods are;

[y = le™ (26)

Wherer, is the first element of vectdl. Again however equations (25) and (26) must be

corrected respectively for transformation-biasa®ws;

* ~_(Npar(r
R = et Gt (27)

* o~k (L Tt
1;1 =1, elt+1 (Z)Uar(r0+‘r'1+ +Tes1) (28)

As opposed to level-based indices, the estimatedficents of growth-based indices
represent the rate of price appreciation accruimgnd the corresponding interval (from
beginning to end of period t). Therefore, to camdtran index from the estimated growth
rates for any given period requires chained mudiion of rates of return from all

previous periods. Recall that this differs fromdelased estimation, where each period is

calculated independently.
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Following (25), (27), and (28) we see that whenrexting for transformation-bias the

calculation of the index levels for a given perto#l T then becomes;

—~ — (1 —
To +r1+~~-+rt+1—(5)var (ro+r1+-+7t47)

lrr = (29)

As we can see from (29) the transform-correctedvtirandex requires calculating the
variance of chained sum of current and previousdeeturns. Since the level-based index

calculation (22) can be explicitly rewritten as;

I = ePi=(3)var@o (30)

Comparing (29) and (30) we see that whereas leasdd indices undergoes a simple
transformation-bias correction with respect to therent period, growth-based indices
must calculate the variance of a sum, which isgesterally standard output in statistical
packages. Therefore the level-based method of iredgulation may be superior in

practice as it allows for a simpler calculatiorntrainsformation bias.

Fractional time-weighting

If the intervals between time-periods are too shitrt estimated dummy variables will
excessively register the random component of thee tseries under analysis due to
insufficient observations. If on the other hand tinee-intervals are too long, the resulting
price-movements may not be able to vary sufficieatid the resulting price-path will be
smoothed, missing a part of the seasonal or angr tiignificant intra-period fluctuation
(Birch and Sunderman, 2003). Therefore, index consbn strategy faces a tradeoff
between decreasing (increasing) random noise onrteénand and increasing (decreasing)

temporal smoothing error/bias on the other.

In what may represent the best of both worlds, Brgad Colwell (1982) introduced the

possibility to weight explicit time variables in d@nic equations according to the fraction
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of year (month) in which they are sold such thafratctional time-dummies sum to unity.
Henceforth this technique is referred in this pageefractional time-weighting (FTW). This
terminology is not generally accepted in the litera but is adopted here for clarification
purposes. The FTW specification reduces intra-yaeraging of values and effectively
pegs the returns to end-of-year points in time.s€h@nnual indexes generally have no lag
bias and represent end-of-year to end-of-year ghegéges. Moreover for each time-period
interval they have as little noise as possible mjithee amount of data that can be collected
(Bokhari and Geltner, 2010). However this reduciiotemporal smoothing bias comes at
the cost of a less efficient use of the data, eireg estimation noise compared with non-
fractionally time-weighted matrix specificationsericeforth referred to as unitary time-
weighting (UTW). Simulation analysis of repeat saégressions comparing FTW and
UTW by Geltner (1997) however, found that the iasein noise bias arising from FTW

was small relative to the concomitant decreaseritpbral smoothing bias.

In the repeat-sales literature and industry, FT\Wtheen used to weight the time-matrix for
growth-based indices only; such Bg in equation (24) above. For instance, if we specif
the intra-year monthly sale dates of example loHlews; the first sold in Jan 2000 and
again in Jul 2003, a second sold in Aug 2001 aradnaig Jul 2002, a third sold in May
2002 and again in Sep 2003, and a fourth sold mZD®1 and again in Mar 2003, we can

write Table 45 as;

Table 45 Example 2, Monthly sales data

Year and Month of Sale
Sale-Pair Observation 2000 2001 2002 2003
1 Jan - - Dec
2 - Aug Jul -
3 - May Sep
4 Dec - Mar

The corresponding FTW growth-based time matrix \@dben be;
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11.5/12 1 1 65/12
0 35/12 65/12 0 |_
0 0 75/12 95/12| “Grrw
0 05/12 1  2.5/12

(31)

Level-based indices and fractional time-weighting

The index values from the level and growth-basedUime-matrices outlined abov®,[

in equation (20) and; in equation (23)] are apodictically identical, bas shown
previously the computation of the respective inglit®m their estimated coefficients are
different. Under the time-matrix specifications yoeisly explored in the literature, in
order to avoid the more complicated calculatiogmiwth-based indices one would have to
use level-based index estimation using a UTW sjpatibn (identical to the matrip,
constructed above) which suffers from temporal eggtion bias. The methodological
contribution of this section is to propose a nawatrix specification which combines the
simpler transformation-correction of level-basedlex estimation, with the superior
temporal performance of fractional time-weightitepding to simpler transformation bias

correction or more timely index estimation than wassible before.

For the annual case the proposed level-based FTWixne as follows. As in UTW, the
first sale FTW time-weights sum to -1, but are edlied between the current year and the
previous year in proportion to the difference betwéhe current date and the beginning of
the current year®. The second sale time-weights sum to +1 and andasly allocated
between the current and previous years. As in thgVltase, the first column of time
weights matrix is set to zero regardless of fiedes straddling that period as a
normalisation. A distinctive characteristic of thapecification is that unlike UTW, if the
interval between sales is less than two-times iberval between time-periods, the time-
weightings on the first and second sale observatioay overlap. In this case the time-

weight for the overlapping year is constructed bynsiing the overlapping negative first-

136 See ‘Appendix B: FTW level-based index time-weglior details on the annual and quarterly leveddzh
index fractional time weights. First and secone splarterly level-based fractional time weightsdo
overlap for our analysis because sales which dessrthan 12 months after the previous sale ofainee
property are filtered out of the sample.
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sale and positive second-sale time-weights. Afienin level-based UTW case, regardless
of overlapping the sum of the first and second sale-weights for each sale pair will sum
to 0, unless the property in question has a fakt that straddles the base period. Like the
FTW growth-based index specification, this weigftiprocedure conveniently centres
estimated index values at the end of each year.

Applying the level-based FTW matrix specificatianthe four sale example in Table 45

yields the following weight-matrix.

0 —05/12 0 75/12 45/12

0 -35/12 -3/12 65/12 0 |_

0 0 _75/12 —1/12 8.5/12| = Prerw (32)
0 —05/12 —11.5/12 95/12 2.5/12

Notice that with only four repeat sale observatidhis level-based FTW matrix now
becomes singular due to the addition of a new loatemn representing the year 1999.
However, since a maximum of only one new period#ewol will need to be added to this
matrix in order to accommodate FTW (one beforefthimer base-period), the possibility
of singularity arising from this specification isomexistent with statistically viable
dataset§’’. A unique feature of the growth and level-based\FSeries is that they allow
for the estimation of an additional prior year oicp levels compared to what is possible
with a UTW index. FTW can also estimate price-levldr time periods where data is
altogether missing so long as there is data orstbsequent period, such as the dataset in
Figure 41 above.

To demonstrate the composition of the indices tegufrom the level-based FTW matrix
specified above we present two examples below fifstaepresents the'4sale from Table
45 whose time-weights for first and second salesatooverlap. Reading from thé' 4ow

of equation (32), estimation for th& gale now becomes;

137 To encounter this problem in practice, datasetsldvbave to be exactly identified and therefore
statistically trivial to begin with.
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PaMar2003 _ (I2003)%%/ 12 X(I2002) %%/ 12 X 33
YIS/ TZ(1,999)05712 < V4Dec 2001,Mar 2003 (33)

P4.pec 2001 (12001

In effect, the exponents separate the contributibthe four index values straddling the
time of both sales, and the multiplicative formuamses geometric interpolation of index

values between each pair of sale-straddling periods

It is also instructive to examine the third salelable 45 as this sale will have overlapping

time-weights according to our specification. Regdinom equation (32) row 3 we have;

8.5/12
P3,Sep 2003 (12003) /

= X v
1/12 7.5/12 3,Sep 2003,May 2002
(I3002) Y12 X (I2001) 7%/

P3 May 2002

Notice that the exponents on either side of thésdivsum to the same value: 8.5. If we
reinstate the origindl,,, terms between the divisor lost during cancelatiba,right-hand

side again becomes;

8.5/12 3.5/12
P3 sep2003 _ (I2003) /12 % (Ip902)>* % 1
- 45/12 7.5/12 3,Sep 2003,May 2002
P3 may 2002 (I2002)*%/%2 X (I3001) 7%/

Which we see is compositionally identical to thentoverlapping il sale-pair in equation
(33) above.

Returning now to equation (19), this specificatibas generally been found to be
heteroskedastic, with heteroskedasticity growingpiioportion to the period between the
first and second sales. Case and Shiller (198 fgs®that this finding is due to properties
possessing both a common and idiosyncratic varjatiee latter of which causes the
property’s return to diverge from the index as al&rthe longer the time period between
sales. In order to correct for this bias, two weégghleast squares estimation procedures

have been proposed in the literature to underwembperty-pairs in the regression
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estimation with long periods between first and selceales. The first is simply to run a
weighted least squares (WLS) regression with thgtlebetween sales as weidfitsWe

call this specification WLS1. The second methodppe®d by Case and Shiller (1989) is
also a WLS procedure, but it proposes letting thima @stimate the appropriate size of these
weights with the following three-stage least sqagyecess. We call this method WLS2.
The three-step procedure is implemented by firsining a standard OLS in order to

estimate the model residuals;
E=y—Xp

These residuals are then squared, and a secore$segr is run on these squared residuals,

with a constant term and the length of time theprty has been held as regressors.
&% = a + b(term held;) + 6;
Whered, is an error term assumed to be i.i.d.

From this second stage, the estimates ahdb are used to predict the squared residuals in

the third stage.
€ = a+ b(term held))

And then these predicted squared residui%isare used to weight the dependent and
independent variables of the original first-staggressioft®, whose coefficients are then

used to produce the heteroskedasticity-correcteein

138 As is standard for WLS, this would entail multiiply both sides of the regression equation by

\J 1/term held;. Whereterm held; can be any period (annually, quarterly, daily)casy as it is consistently
applied. Of course, the shorter the period the raopeirate the correction for heteroskedasticitylman

139 The weights are nonll/[& + b(term held;)| = \/1/[?12]
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Note that the WLS1 procedure is equivalent to Wk82re the constant in the regression
on the squared residuals has been set to 0 armbéfigcient on the term held has been set
to 1 arbitrarily. Since the WLS2 procedure allowe data to determine the appropriate
magnitude of these coefficients, this is perhapstiore sophisticated procedure. Finally, it
should also be borne in mind that homoscedastisits necessary assumption for the
transformation-bias correction proposed by Kenn@d®g1) and Giles (1982). Therefore, in
order for the level-based fractional time weightprgcedure outlined in the section above
to be applicable for Kennedy's and Giles’s stand&m@hsformation-bias correction,
homoscedasticity must either be assumed or dedit exiplicitly. For transformation-bias

corrections consistent with heteroskedastic dagavi#nning and Mullahy (2001).

Repeat-sales are used extensively in the US toupeochousing price indices for
government and industry. The most prominent areinldeces produced by the Federal
National Mortgage Association, the Federal HomenLdéortgage Corporation, and the
S&P Case-Shiller house price index. The Case-3hildex is also tradable, with options
and futures contracts available for hedging. Algiouepeat-sales have been used to
monitor housing prices in the US since the earl90E9 commercial repeat-sales price
indices have been slower to gain acceptance. Aftenitial failed attempt in 2007, as of
2012 Moody’s in association with Real Capital Anily are again promoting a tradable

repeat-sales index for US markets which coversrta@r commercial property types.

Like transaction-based indices in general, repalsssindices are demonstrably more
volatile and contain less autocorrelation than aadun-based indices. Using tax records
Gatzlaff and Geltner (1998) analyse the entire [mn of commercial repeat-sales
occurring in the metropolitan areas of the statéFlofida between 1981 and 1996 and
compare the index produced with the correspondiB&EIF valuation-based ind&é® The

repeat-sales index was shown to have comparabéilitgl (standard deviation=4.07% vs
3.86%) but markedly lower autocorrelation (-0.080w81) Although the two indices do co-

move to a considerable degree (correlation=0.58¢, telative magnitudes of these

140 ike the IPD in the UK, the NCREIF index is coreied the US industry standard.
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movements are significantly dissimilar, differing s much as 20% per period and with
noticeable lag. Analyzing house price movementan&u, Nishimura, and Watanabe
(2010) find that repeat-sales indices lag hedondices due to sample selection issues.
Also looking at housing, Meese and Wallace (19@¢pmmend hedonic indices to repeat-
sales as this method is less sensitive to samf#etiem bias, and Clapham, et al (2004)
shows that hedonic indexes appear to be substgntiate stable than repeat-sales indexes,
being less prone to substantial revision in lighthew information. Not all studies find
hedonics to be superior to repeat-sales howev&r@se and Voith (1992) find that repeat-
sales are the most robust when it comes to redsemeble sizes, and Hansen (2006) finds
no appreciable difference between repeat-saleshaddnic indices looking at Australian
housing markets.

Although repeat-sales have been compared to hedadiices in the context of housing,
this paper may be the first comparison of hedomd a&speat-sales price indices in
commercial properfy’. This housing/commercial distinction could provepbrtant

because commercial properties, especially in tlse ¢ offices, are fewer in number and
generally more heterogeneous than housing. Ther¢f@re may be important limitations
of the hedonic method to accurately capture prmes time due to inadequate model

specification, and for the repeat-sales methodthey sufficient and representative data.

Real Estate Securities

A further approach to analysing real estate pri@vements is to assemble an index of
securities on the stock exchange which exclusitielg direct real estate assets. This type
of index may differ markedly from the other transac-based indices introduced above
because real estate securities markets possessergieguidity, publicly available
information, low transaction costs, the abilitygell short, and a plenitude of small-scale
buyers. As to whether the price movements of rstdte securities are more similar to the
performance of the broad stock market or their ugiohg) properties, the evidence has been
mixed. Early studies such as Giliberto (1990, Liale(1990), and Myer and Webb (1993)

141 perhaps the most similar extant paper in thisrcegaChau et al. (2005), who only compares a coruiale
repeat-sales index of Hong Kong with valuation-bageices and a hybrid index.
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noted similar return behaviour between real edateirities and stocks, but the results of
later studies like Morawski, Rehkugler, and Fus30@ and Hoesli and Oikarinen (2012)

have been more nuanced, finding that over the d4bort securitized real estate resembles
the stock market, whereas over the long-run theespondence with direct real estate is

stronger.

In terms of the price movements themselves, Mueltel Mueller (2003) and Brounen and
Eichholtz (2003) show low contemporaneous corm@tatbetween securitized real estate
and ‘real’ real estate. Moreover, relative to dirpmperty, real estate securities certainly
exhibit a higher high degree of negative autocati@h, pronounced volatilit§>, and lead
the price movements of direct propéffy This intuitively makes sense, as it is to be
expected that price discovery take place in thetraficient market (Wang, Lizieri and
Matysiak, 1997; Lizieri and Satchell, 1997).

However, the differences between real estate desuand direct property established in
these studies may be have been confounded byrdhgsent in the valuation process itself
(Myers and Webb, 1993; Gyourko and Keim, 1992).nWegard to studies which define
direct property price movements in terms of a taatien-based index: Fisher, Geltner, and
Webb, (1994) find evidence that public markets mseener than private mark&ts while
Boudry et al (2012) found either no such relatignsbr much shorter lags compared to
previous literature, and Hoesli, Oikarinen, andr&®sv (2012) find divergent results
according to the property sector in question. Hp&ikarinen, and Serrano also pioneer
the examination of whether the presence of ‘esdemi?> in direct property can account
for the apparent slower price adjustment relativeeal estate securities found in many

studies, and they conclude that this is indeedcc#ise for some property sectors. Given the

142 phenomena which are indicative of the excessigis& common to stock markets (Geltner, 1997; Black
1985; and Lee, Schleifer and Thaler, 1991).

143 For a negative result see Glascock, Liu and SeqRand Boudry et al (2012). For a contrary resafér

to Tuluca, Myer, Webb (2000).

144 But a problem with their conclusion is that thiine-dummies are not fractionally time-weightedg an
therefore will be subject to artificial temporagjlhias by fault of their model specification (Geltn1997).

145 As defined as the time interval between when iged sellers have arrived at a ‘meeting of miods’
the sale price, and when the transaction is legalhsummated.
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dearth of transaction-based comparisons of reateesecurities and the unsettled questions
of its correspondence with direct property withne textant literature, this paper stands to
make a meaningful contribution to our understandihghe linkages between public and

private commercial real estate.

An important difference between real estate saeardnd direct property assets is that the
magnitude of mean price movements and variancenad$en real estate securities will
also reflect the amount of leverage in the constitucompanies (Lizieri and Satchell,
1997), whereas private real estate assets areasgddces exclusive of contractual debt
obligations against the property. Because of tifferénce, leveraged real estate securities
will automatically register higher levels of rigkain direct property, even when in point of
fact the underlying assets may be no more volatimvever, if the real estate securities
index contains debt both on the asset and liabditdle of the balance sheet, this will
counteract debt-induced volatility to an extenaviaeg the returns to equity as a reasonable
reflection of changes in value of the propertiekl H®y the institution as a whole (Fisher,
Geltner, and Webb, 1994). However this offsettialgqtionship is unlikely to be perfect at
all points in time, and so securitized real estatarns are ideally corrected for leverage on
both sides of the balance sheet when comparingskiaess of returns to other indi¢és
The standard method to degearing securities isdomae a simple weighted average cost of
capital (WACC) model, and use this to derive thtemres of the underlying properties from
the return to equity. Following Fisher, Geltnerdawebb (1994) our model begins by

simplifying the composite balance sheet of all cames in the index to read;

P+ M, =D, +E; (34)
Where;

P, = Value of property assets held at time

146 Depending on the analysis in question unleveraay estate returns may not be strictly necessany. F
instance, Yunus (2012) argues that questions girtggand causality in price indices are unaffedted
leverage.
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M= Value of mortgages and other debt-like securhigd at time

D, = Value of outstanding liabilities (mortgages amither debt held against corporate

assets) at time
E; = Value of shareholder equity at time
Following this accounting identity and assumingitastructure irrelevance as outlined by

Modigliani-Miller (1958), it follows that the retas to the equity index will be separately
composed of;

P, M D
rE=rP LM Lt_pp L (35)
Eq Eq Eq

Where;

rE = return to equity (the naive real estate se@sriteries) iat time
rf = return to real estate property at time

rM = return to real estate debt at time

r? = cost of capital at time

Assuming that the return to and cost of debt anerapmately equaf’ rM ~ rP vt,

equation (35) becomes;

rE ~rf—+1P (1 — —) (36)

47 This assumption will naturally be most accuratererthe debt held and issued is of similar riskirees
where efficient markets price risk uniformly.
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With equation (36) holding as an approximation ve® eiow estimate the return to the

underlying properties in the portfolio of assets as

E Eq
r=rf B, + 1P (1 — E) (37)
Invoking (34) simplifies (37) to;
E, DP
Ttp = T‘tE Ft + TtD P_t (38)

WhereD{* equals net debt, d?, — M. Note that with algebraic manipulation (38) can be
shown to be identical to the rather cumbrous assl iletuitive expression more common in

the literature;

DI DI
rf = <rf+rfE—i>/<1+E—i>

Given that the cost of delf will predominantly be lower than the return on iegid®
equation will progressively blunt the estimatedexdeturns the greater the corporate debt,

and by corollary the smaller the ratio&f/ P;.

Hybrid Indices

Transaction-linked Indices

A relatively recent addition to the universe oflrestate index construction methods is the
so-called transactions-linked or transactions-bageldiation index now produced by
NCREIF and IPD. This hybrid methodology combinesparty valuations with hedonic

data on sales. Starting with the hedonic modebumgon (15) this method recognizes that

the vector of hedonic variables relating propehgracteristics to sale pricE§=1 B;Xi; can

148 Or investors would otherwise altogether shun treractually riskier equity.
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be replaced with a single variable representingptioperty valuation price, in which case
equation (15) becomes;

T
Py =vyo +ad; + Z ItDyy + €5 (39)
t=1

Where;
a = the coefficient on valuations
A;: = the log of the valuation price of propertgt timet
I; = the systemic difference between valuations estaction prices in peridd
An important issue related to this estimation pdace is the question of how well
appraised prices effectively represent differentegjuality between properties. If the
valuation itself contains error, then the relatlipsbetween appraised and market value is
not direct. In particular, since the literature loéen found both systemic and non-systemic
components to these errors (Clapp, 1990; KochinRar#ts, 1982) this relationship can be
modelled as;

Aig = Yo+ O0Vie + pie (40)
Where;
A;s = appraised price of propeiitgt timet

Yo = constant factor in the systemic error in atilons

@ = scaling factor in the systemic error inualons
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V;; = the unobservable true market value of prodeat timet

;i = theidiosyncratic error in the valuation obpertyi at timet

In most studies comparing real estate valuatiorth sales it has been found that is
either zero or positive and is less than one (Brown, 1985; Matysiak and Wdr895;
Blundell and Ward, 2008). The net effect of thege toefficients indicates that valuers are

systemically biased in underestimating the saleepof properties. Rearranging (40) we see

that with respect to actual market valjg equation (39) is more accurately depicted by;
A T
Py =vo +a(#>+zltDit+eit
t=1

Which with further rearrangement yields;

Ait— Yo

0

a
) + ) ItDi + [Eit - Eﬂit] (41)
t=1

T
Pir=yota (
We can now see the consequence of errors in thefusesessed values to model market

values in a hedonic price model. The compound ereom of equation (41) is now
[Eit — % /,tit], making it negatively correlated by constructioithwe, which means that is

now biased under standard OLS assumptions. Toveeiuk issue one approach is to adopt
an instrumental variables (IV) technique: finding iastrument which is both correlated
with A4;; but not withy;;. Once an acceptable instrument Ay is found it can replaca;;

in equation (39) and this will allow for consistastimation of the parameters in the model.
In the seminal paper on using assessed values @®xg for hedonic controls, this
instrumental variable technique was adopted by [CI6P90) to analyse land prices.
However, subsequent studies on the assessed vall®dnwhich compare the results of

OLS and IV specifications found them to be virtyatlentical in large samples (Clapp and
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Giacotto, 1992; Devaney and Diaz, 2011). As a tesalboth empirical work and in
industry the effect of the valuation error on asedsvalue estimates is now routinely

ignored.

Once equation (39) has been estimated the coeffsceo derived are used to correct the
appraised value of the rest of the properties whidhnot transact for each time period, as
shown below in equation (42).

T
P =75+ @l + Z I.D;, (42)
t=1

In this way the appraised valudg can be econometrically corrected to more accuyratel
reflect current price movemen®s. In order to derive average capital returns, sterated
value of eachP, is then exponentiated and divided by the expoatediprevious return
P,,_,, and the resulting returns across all propertistme either equal-weighted or value-

weighted to produce an average capital return andtouct a price indéX.

A possible accoutrement to this model is the use ldéckman (1979) procedure to control
for unobserved sample selection bias in the tramsecwhich are observed. Theoretically
the Heckman procedure has the potential to cothectodel coefficients for the fact that
the properties which sell every period may not d&q@esentative of the total population of
properties appraised that period. This method igezhout by first defining a selection
equation which identifies the effect of propertydaenvironmental characteristic on the

probability of sale by running a probit regressiags,in equation (43) below.
T

SEi=vo+ad+ Z VeZis + vit} Sie = 1if S;; = 0, and 0 otherwise (43)
t

Which can then be estimated as a probit model,

149 Equal-weights apply to indices viewed as statissamples and value-weights to indices which are a
population census. Indices used for research atevimved as a statistical sample (Geltner and [ 2097).
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T
Pr[Si;=1]=® (yo + aA + Z ytZit> (44)
t

Where;

S; =threshold value of propertyeing transacted

S;; = an indicator variable for whether proparsold in timet

®(-) = the cumulative density function (cdf) of the mad distribution

y: = coefficient onZ,

Z;; = characteristic of officeat timet which influences the probability of sale
v;; = normally distributed error term on propeirigt timet

In the next step is to use the estimated coeffisienequation (44) to construct the inverse
Mills ratio;

1. = S(oradutIl 7iZie)
T o(Voradu+Xl ViZic)

Where;
¢ () = the probability density function (pdf) of thernmal distribution

In the presence of unobserved sample selectionthéasorrect specification of equation
(39) will now be;
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T
Pi|Sit = vo + ady + Z I:D;¢ + [€i¢]Sit]
t=1

With the error term likely leading to bias in thetimated index coefficientls. But with our
estimates from the selection equation (44) theitgasffect of the error term can now be

modelled with the inverse Mills-ratio.

T
Pi|Sit = vo + ady + z ItDiy + 8¢ Air + Mt (45)
t=1

Where;
é; = the estimated coefficient on the Mills-ratio foeriodt
n; = the new unbiased error term for properity periodt

However the standard errors in equation (45) are imeteroskedastic and must be
corrected according to Greene (1981). Coefficiestingates from the following equation
can now be used to update valuations and produ@verage capital return corrected for
unobserved sample selection bias.

T
Pﬁt =7yo + aA; + Z IAtDit + S;f/lit
t=1

Although the Heckman procedure is currently usedcademic work, neither the NCREIF
in the US nor the IPD in the UK use it in theirnsaction-linked indices produced for
industry. IPD states that the reason that they alouse the Heckman procedure in their
models is because they found that it to be geneual$table, and highly sensitive to small
samples of sales common when liquidity is low (IPD12). Furthermore, in analyzing

NCREIF data Fisher, Geltner, Pollakowski (2007)nduhat the influence of unobserved
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sample selection bias was not significant on thienesed price series. These objections are
common to the use of the Heckman procedure acrasy @reas of economics in general,

and the question of whether this method will bepteld by industry in future is still open.

Data

Valuation-based

Valuations

As a comparable benchmark to the transaction-beskdes produced by this paper, the
valuation-based office property capital-growth wd®r Inner London produced by

Investment Property Databank (IPD) is used. The t®ihmercial property indices are
generally considered to be the ‘gold standardhsWK, and the ‘Inner London’ geography
series used here is the closest geographic anatogoer transaction data available from
IPD. As a ‘capital growth’ series it also excludesome from estimated returns in order to
be directly comparable to the transaction-basedmednd repeat-sales indices.

Desmoothed Valuations

The desmoothed index is derived directly from BB Inner London Office capital growth
index. Although there are currently more sophiséidadesmoothing models in existence,
we feel that given its simplicity, ease of intetpteon, and widespread historical use, the
first-order autoregressive filter used by GeltrE993b) is the most general choice for an
expository comparison of indices. This desmoothimgcedure was applied to the UK
market by Barkham and Geltner (1994) and more tgcby Booth and Marcato (2004b).
Following these papers we assume;

re=0—ar_)/1-a) (46)

r; = rate of return on the valuation-based indexanqgal t

r, = true market rate of return in period t

a = first-order autoregressive parameter betweemd0la
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According to Geltner (1993b) the optimal value doin equation (14) is approximated by;

a@=—- (47)

Where;

o = the true variance of real estate returns imtheket

o = the variance of valuations with respect to tine market price

As we can see from the descriptive statistics eftliedonic and repeat-sales transaction-
based Table 49 below, a reasonable approximatiotihéostandard deviation of the market
rate of return over the duration of our dataséX0%o, and from the discussion of valuation
variance in the valuation-based indices sectionvab® realistic approximation of the
standard deviation of valuations is also 20%. \Gaation (47) these two assumptions
imply a value fora in our dataset of 0.5, which Geltner (1993b) statieggests a value for
a in equation (46) of 0’8° In our desmoothed valuation-based series thissis the value

for a which we use.

Transaction-based

Hedonic and Repeat-sales

The index samples were constructed with 3,351 ng&ple instances in central and outer
London between 1978 and 2010 using databases fisiateS Gazette and Real Capital
Analytics. However, there were insufficient repsaltes prior to 1998 to viably estimate an
annual return series index, so values for yearsr go 1998 are not constructed. The

remaining observations were then culled with tHe¥ang methodology.

150 |In point of fact, the value Geltner's (1993b) u$asshis a is 0.4. However, since his analog of equation
(46) is actuallyr, = [ry — (1 — a)r;_;]1/(a), the equivalent value of in equation(46)is 0.6.
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Removed non-central London building sales, as ddfloy EG and RCA.

Removed all portfolio sales.

Removed all predominantly non-office space buildages.

Removed sales of buildings which had been rebtetturbished, or otherwise
altered between transactions.

Removed sales which occurred less than 12 monitdsthé previous safg"
Removed sales in the hedonic estimation for whiomplete data on relevant
controls could not be identified.

7. Removed repeat-sales which exhibited annualizeck pmovements greater than
50% of the previous sale price.

PwnhE

oo

This data culling yielded 529 hedonic sales and i&péat sale-pairs. 173 of the hedonic
sales are also present in at least one of the trspkss pairs. We have slightly more
hedonic observations in this dataset than in chaptéb13) because we have sufficient
observations to estimate an annual series for 48681999 at the annual frequency, but not
the quarterly frequency which is used in chaptefdr. the hedonic sample, as complete a
set of hedonic controls as possible is includethenregressions. In the interest of brevity
the interested reader is referred to a full desiorpof these variables in chapter 1 of this
thesis, and the results of the regression and uhespecification used to construct the
hedonic index are displayed in Figure 32 below T¢wsnprehensive suite of controls
combined with the use of a fractional time-weigpédfication outlined in ‘Appendix B:
FTW level-based index time-weights’ represents phsticated hedonic model of the

London office market.

151 Rapidly resold properties have been shown to hadistorting effect on repeat-sales price indiagp
and Giacotto, 1999).
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Figure 32: Hedonic index model specification and ults

VARIABLES Ln(Price/Sgm)
Within Conservation Area 0.0537
(0.0347)
Listed 0.00153
(0.0480)
Ln(Office Refusal Rate 9yr Moving Average) 0.0275*
(0.0140)
Built 1950s -0.0884
(0.0750)
Built 1960s -0.146**
(0.0648)
Built 1970s -0.202%**
(0.0658)
Built 1980s -0.0471
(0.0471)
Built 1990s 0.0423
(0.0441)
Built 2000s 0.116**
(0.0496)
Built 2010s 0.351
(0.227)
Sold 1999 0.213
(0.209)
Sold 2000 0.208
(0.159)
Sold 2001 0.378**
(0.159)
Sold 2002 0.394**
(0.162)
Sold 2003 0.271*
(0.151)
Sold 2004 0.492***
(0.154)
Sold 2005 0.466***
(0.148)
Sold 2006 0.773**
(0.149)
Sold 2007 0.720***
(0.150)
Sold 2008 0.276*
(0.155)
Sold 2009 0.383**
(0.149)
Sold 2010 0.5471**
(0.154)
City Fringe -0.281***
(0.0734)
Docklands 0.205
(0.205)
Midtown 0.0164
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(0.0562)

North Central 0.104
(0.135)
South Central -0.0536
(0.109)
Southern Fringe 0.0687
(0.0988)
West Central 0.330***
(0.124)
West End 0.400***
(0.0662)
Ln(Employment 600m) 0.172%**
(0.0322)
Ln( Conservation Area Density 300m) 0.00653
(0.00834)
Ln(Listed Building Density 300m) 0.0169
(0.0137)
Ln(Parks and Gardens Density 300m) 0.00772***
(0.00251)
Adjacent to Park or Garden 0.122%**
(0.0425)
Ln(Nearest Station Distance) -0.0377
(0.0252)
Ln(Floors) 0.0854
(0.0538)
Ln(Depreciation Age) -0.00646
(0.00664)
Ln(Basements/Floors) -0.0156**
(0.00786)
AIC 0.203***
(0.0750)
EG Office Grade A/B 0.0133
(0.0416)
EG Office Grade A 0.0529
(0.0375)
Ln(Percent Occupied) 0.0299***
(0.00770)
Multiple Tenants -0.0797**
(0.0335)
Ln(Parking Spaces) 0.000455
(0.00330)
Constant 5.843%**
(0.450)
Observations 529
R-squared 0.631

Standard errors in parentheses
** n<0.01, ** p<0.05, * p<0.1

Naturally the repeat-sales index is likewise frawdlly time-weighted according to
‘Appendix B: FTW level-based index time-weights’hd result of this repeat-sales
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regression is shown below for the unweighted OL8 amrighted WLS1 and WLS2

homoskedasticity corrections.

Table 46: Repeat-sales price index heteroskedasticity coorecomparison

(1) (2 3

VARIABLES RSPI RSPI RSPI
OoLS WLS 1 WLS 2 (3SLS)
(1/yrs held) [1/(a+b*yrs held)]
1998 0.128 -0.00312 0.107
(0.130) (0.140) (0.132)
1999 -0.00959 0.0419 -0.00168
(0.108) (0.117) (0.110)
2000 0.195* 0.178** 0.192**
(0.0814) (0.0897) (0.0825)
2001 0.000469 0.0867 0.00787
(0.0723) (0.0724) (0.0726)
2002 -0.00906 -0.0502 -0.00954
(0.0804) (0.0775) (0.0800)
2003 0.00463 -0.0148 0.000528
(0.0730) (0.0665) (0.0720)
2004 0.0660 0.116** 0.0710
(0.0622) (0.0528) (0.0610)
2005 0.142** 0.112** 0.140**
(0.0551) (0.0476) (0.0541)
2006 0.228*** 0.228*** 0.226***
(0.0523) (0.0465) (0.0517)
2007 -0.121** -0.0889* -0.118**
(0.0582) (0.0505) (0.0575)
2008 -0.371%*= -0.353%** -0.368***
(0.0713) (0.0616) (0.0701)
2009 0.249%* 0.209*** 0.243*+*
(0.0747) (0.0689) (0.0741)
2010 0.0688 0.138* 0.0764
(0.0824) (0.0790) (0.0825)
Observations 354 354 354
R-squared 0.589 0.526 0.575

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1

The second stage regression used to calibrate H&2\Wrocedure in Table 46 specification

3 is shown in Table 47 below.
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Table 47: Repeat-sales price index WLS? &tage

(1)

VARIABLES Residuals-squared
Years Held 0.00338**
(0.00171)
Constant 0.0344***
(0.00806)
Observations 354
R-squared 0.011

Standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1

Real Estate Securities

The three real estate securities that were coredder this paper are outlined in Table 48
below. Although the ideal index would have been FIe&SE UK Office Property Index
since it is only comprised of office properties, litase date only begins in 2006 limiting its
usefulness as a comparison with our other indicBse next index, the FTSE
EPRA/NAREIT Index has an earlier start date of 198®& is composed of six property
sectors including retail, public storage, and leate (FTSE Group, 2012). This is
problematic because different property sectors titid to move idiosyncratically relative
to the office-only indices we intend to comparenthesith (Hamelink et al, 2000). The
Datastream Office and Industrial REITs UK (DS RBI$sries on the other hand begins
early enough and is composed only of securitieschviinvest primarily in office and
industrial properties. Because this index corredpomost closely to the other indices

analysed here, the DS REITs index is used as #puisr{s real estate securities comparison.

Table 48: UK Real Estate Securities

Levered | Base Date Sectoral Composition

FTSE UK Office Property Index NO 2006 Office

FTSE EPRA/NAREIT Index YES 1989 All

Datastream Office and Industrial REITs UK Index YES 1965 Office, Industrial

Booth and Marcato (2004b) also use the DS REIT8@sssas their preferred real estate

securities index in their analysis of real estateegpindices. Naturally we use the pure price

index of this series which excludes dividends. As DS REITs series is also levered, we
250



unlever it following equation (37) using; annualldmce sheet data on all the index’s
constituents to construct the ratio of equity teess, and annual average UK bank’s base
interest rates provided by the Bank of Englandti@er cost of capital. Roughly following
Booth and Marcato (20048f, we add 150 basis points to this interest rateams
approximation for the spread to real estate asa#t®ugh a more accurate method may be
to adjust spreads annually according to, say, Datfdct number¥, the choice of interest
rate is of second order of magnitude, and therefiloeeprecise choice of interest rate is
unimportant (Booth and Marcato, 2004a). Index valaee then taken at year-end to

correspond to the price-capture dates of the valuaind transaction-based indices.

As Crosby and McAllister (2004) find that the mediduration of escrow lag for office
property in the UK is only 50 days, and our indi@e only reported at the annual
frequency, we do not attempt to follow Hoesli, Qikan, and Serrano (2012) and correct
for ‘escrow lag’. This decision is reinforced byetfact that even at a quarterly frequency
Hoesli, Oikarinen, and Serrano do not universadlty fevidence that ‘escrow lag’ affects

indices across all real estate sectors.

In addition to the real estate securities seriesalso compare the performance of the FTSE
All Shares price index. The index we use is theeparice index which excludes dividends
and consists of a capitalisation-weighted bask&0@f of the roughly 2,000 stocks listed on
the London Stock Exchange. This index comprisescpately 98% of the UK stock
market's capitalisation (FTSE Group, 2012). SineeATSE All Shares Index consists of
financially levered equities, to increase compditgbive also unlever the FTSE All Shares

Index in the same manner as the DS REITs series.

Hybrid Indices
The transaction-linked index utilized in this pajemproduced by IPD. Unfortunately the
only transaction-linked index they current repat the UK is for the entire country and

covers office, industrial, retail, residential, élotand healthcare property types. Because

152 They add 12.5 basis points per month to the beadkield for five year gilts.
153 The author was unable to acquire their commeteraling reports.
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this geographic extent and inclusion of other propéypes differs from all the other

indices examined here, the transaction-linked indenot directly comparable to them. To
date, no other transaction-linked index is produdedthe UK, and due to these
dissimilarities its inclusion in the analysis ig fexpository purposes only. Like the other
indices presented here, the IPD transaction-linke@x is however also a capital return

index.

Empirical comparison of alternative indices

The time period analysed here (1998-2010) encorepas® boom and bust phases. The
first real-estate boom phase stems from the sedddot-com bubble which peaked
sometime around the beginning of 2000 and thenrooed falling through 2003. From this
point the big real estate boom of the middle 20B6gins and continues apace until
sometime around 2006-07, at which point the maskalls and then falls precipitously,
bottoming out around late 2008 or early 2009. We sz these events clearly unfolding in
the IPD Inner London series in Figure 33. SincelB2 indices are currently thae facto
industry standard in the UK, we superimpose thiginon the other indices in this paper as

the benchmark comparison.
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IPD Inner London

Figure 33:IPD Inner London Index
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Desmoothed IPD Inner London

Figure 34: Desmoothed IPD Inner London Index
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Base year is 2003 with index values = 100. Firgieorutoregressive parameter is 0.6.

253



As we see in Figure 34 the desmoothed IPD serigs lgreatly more pronounced variance
than the uncorrected versiaf) with higher peaks and lower troughs in threeafuhe four
market turning points. The two indices are equingl®/ construction at the 2003 trough, as
this is the year selected as the index base. Téas was chosen as it maximizes the
comparability of the hedonic and repeat-sales seffier reasons we will see shortly.
Although a more formal investigation into the eerste of lead-lag relationships would
invoke tests of Granger causality, the length efahnual dataset used here is not adequate
to produce a test of sufficient statistical powEnerefore, similar to Fisher, Geltner, and
Webb (1994), in analysing lead-lag and other retetihips we restrict ourselves to visual
comparisons of the data. It is clear from visuabgction that the desmoothed series also
leads the uncorrected index by about a year aethase 3 market turning points. Along a
similar vein, it would be ideal to be able to tedtether the desmoothed series is actually
statistically different in general from its benchinadPD inner London. Previous literature
such as Clapp and Giacotto (1999) utilize Wilcososigned rank test (Conover 1980, p.
280) for equality of means and Run Tests (Linddgr®n6, p. 498) for consistent positive or
negative divergence in a time series for this psepaHowever, none of the indices
produced here are statistically different from thiespective benchmark according to these
tests, and again this is likely due to the fact ti@se annual series are of insufficient
duration to register differences statistically. maroTable 49 we also see that the
desmoothing procedure has successfully reducedidbgese of autocorrelation present in
the data. However, given the extreme fluctuatidrihis series relative to the others below,
it would appear as though the valueaof 0.6 used in equation (46) to desmooth the IPD
series here is excessive. However, since it i<leatra priori what lower value of would

be appropriate, this analysis retains the morectibgvalue of 0.6.

154 See Table 4%or quantification of this difference.
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Hedonic
Figure 35: Hedonic Index
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In general, the hedonic index is comparable tol®i2 valuation index, though there are
some obvious differences. The lead-lag relationshifne hedonic series appears similar to
the desmoothed series: turning about a year inrevaf IPD valuations. Moreover the
2002 and 2006 peak occurs at a more extreme MViadurethe IPD valuation index, though
unlike the desmoothed index, the 2008 turning pisiteéss extreme than the IPD valuation
series. The hedonic index marginally falls betw@&34-05, and this is the only index
studied here which exhibits this behaviour. Givieis ind the appearance of more ‘jagged’
returns compared to the repeat-sales series exthibélow it may be reasonable to assume
that this idiosyncratic fall is a result of mereiseo manifesting itself in the form of
excessive negative autocorrelation. However as wllesiwow subsequently, the jagged
appearance of this series is in fact a result ofpsa selection and not estimation error
emanating from the relatively smaller sample ofesabbservations in the hedonic
methodology. Another notable feature of the hedoaid indeed the repeat-sales series
below, is the low degree of persistence in thede@s, as evident from the negative first-

order autocorrelation in Table 49 and Table 50 wihatlow.
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Repeat-sales

Figure 36: Repeat-sales price index heteroskedasticity coorectomparison
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Although the second-stage regression of the WL82qulure in Table 47 finds statistically
significant linear heteroskedasticity present ia @LS return series, as we can see from
Figure 36 the resulting WLS2 index calibrated foistobserved heteroskedasticity is not
noticeably altered by this correction. On the othend, the more arbitrarily applied WLS1
specification does exhibit a noticeable divergefmoen the OLS series, tracking secularly
higher. Interestingly, although it would superfljaappear that the inverse weighting
WLS1 procedure increases the volatility of the e#fmales series, both the WLS1 and
WLS2 series have slightly smaller standard dewunstiat 15.65% and 16.36% respectively,
relative to the OLS index at 16.61%. Given the elaorrespondence between the
heteroskedasticity calibrated WLS2 procedure an®,Gind since the WLS2 procedure is
the only heteroskedasticity correction utilized imglustry, it was decided to use the
computationally simpler OLS series instead of WL&1d WLS2 as the basis for the

comparison with other indices. This OLS seriedlustrated in Figure 37 below.
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Figure 37: Repeat-Sales Index
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The correspondence between the repeat-sales anddi&> in estimated index levels in

Figure 37 is striking. Aside from more muted prmmevements in the early 2000s, the only
major difference between the repeat sale and IFlizes occurs in 2009 when the repeat-
sales index tracks sharply higher as the IPD irm@xinues to fall. That said, the repeat-

sales series clearly leads the IPD series in tte22800s in much the same way as the
desmoothed and hedonic series; registering anfé&DD7 rather than 2008, and recovering
in 2009 rather than 2010. Note as well that theessive negative autocorrelation apparent
in the hedonic series is now absent. Of all thasation-based indices studied here, the

repeat-sales index is the most similar to the IPD.
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Real Estate Securities
Figure 38: Datastream REITs
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Like the repeat-sales series, the DS REITs indexesi@nly slightly in the early 2000s,
with a mild peak occurring in 2000, perhaps reflextof the ‘so-called’ dot-com bubble
occurring at the time®. After treading water for several years it thethibits the most
extreme rise of any index examined here duringrtii@dle and late 2000s real estate
boor®. Furthermore, this uptick in the real estate mabegins earlier (2002) than any
other index in this series, perhaps indicative mégdiscovery. However, contrary to the
private-market real estate indices, the DS RElTiesedoes not experience any sort of
rebound in prices in either 2009 or 2010. At fiskish one might expect this to be due to
downward pressure from the stock market in gen@&mal.as Figure 39 shows, the stock
market, as represented by the FTSE All Share Inadaqunded strongly in both 2009 and
2010. A possible explanation for this is that, wHibndon rebounded quickly from the last
recession, the rest of the country did not, anthasonstituents of the DS REITs series do

not operate exclusively in London, this index does see a similar uptick for this period.

155 The very modest growth occurring during this peii®in stark contrast to the precipitous risenbéinet
stocks and the broad stock market at the timeKgpae 39). However, this is hardly surprising givtbat
value sectors including real estate greatly un@éefepmed internet stocks during this period.

156 Note the larger variation in the y-axis valuesitiathe other graphs need to accommodate this rise
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Overall, the index price-path appears relativelysth for a transaction-based index, with
levels of autocorrelation similar to the IPD ind¥x This finding is surprising, and perhaps
again may be due to the geographic diversificatbrthe index constituents, reducing

‘noise’ at the local London leveF.

Stock Exchange
Figure 39: FTSE All Shares Index
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The FTSE All Share Index shows some interestingatian from the IPD Inner London
and real estate securities series. The early yafatlse FTSE series experience the most
massive fall in values beginning in 2000 in the waif the Dot-com bubble. This large
reversal in prices in the late 1990s and early 208Qnlike any of the real estate indices
studied here. The series then begins to recov2d®3, but unlike all other indices except
IPD Inner London, the FTSE index continues to rieeough 2007. Like the other
transaction-based indices it then recovers quigkl2009. Given the results of the other
securities-based index in Figure 38, the evidencaflead-lag relationship with respect to

the private real estate market, at least at thaarirequency, is mixed.

157 See Table 49 and Table 50 below.
158 Always avoid alliteration.
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IPD Transaction-Linked
Figure 40: IPD Transaction-Linked Index
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To date, the transaction-linked UK index has orégrb published for the years 2001-2010,
and this is reflected in Figure 38. In additione fRLI series covers the universe of IPD
office properties in the UK, and therefore the cangon used in Figure 38 is the IPD UK
All Property valuation series, rather than IPD Inhendon offices. The TLI series is very
similar to the pure valuation-based series exaapthfe fact that it tracks marginally higher
for much of the period. This upward adjustmentassistent with the findings of Blundell

and Ward (2008), Matysiak and Wang (1995), and €bul|1994) that pure valuations
systemically underestimate market values. On thm,nmowever, the two indices do not

appear to possess substantial differences.

The four tables below outline the descriptive stats and contemporaneous cross-
correlations of the indices illustrated above. Ehebles separately cover the period 1998-
2010 and 2001-2010. The reason for this dual cgeera to be able compare the IPD
Transaction-Linked series which only extends bacR@01 with the other indices, while at
the same time also showing the entire time penadlable for the other indices’ data. For

the 1998-2010 series, the IPD TLI index is replabgdhe IPD UK All Property capital
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return index, which is identical to the uncorrectié® TLI index: also covering all property
types (office, industrial, retail, residential, Bbtand healthcare) across the entire UK. The
seven indices compared in these tables are orghmse two column groups indicating
those indices which cover only office propertymneér London (Inner London Offices) and
indices which cover additional asset types througlatl the UK (UK All Property).
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Table 49:Index Descriptive Statistics 1998-2010, all indiees unlevered

Inner London Offices UK All Property

IPD Inner London Desmoothed IPD Hedonig RepeatsSale DS REITs FTSE | IPD UK ALLT
Mear 3.15% 9.99% 6.43Y% 5.07% 4.76% 3.27% 2.06%
Median 5.67% 13.36% 6.67% 3.65% 2.76% 9.01% 3.71%
Standard Deviation 13.24% 36.64% 19.479 16.61% 8V%8.7 15.95% 10.96%
First-order Autocorrelation* 0.41 0.21 -0.24 -0.15 0.30 -0.04 0.41
Kurtosis 1.31 1.22 0.72 0.78 -0.46 -0.62 3.54
Minimum Annual Return -27.33% -68.69% -35.929 -3%0 -25.53% -26.61% -26.33%
Maximun Annual Retur 20.40% 76.01% 35.8% 28.31Y% 29.25% 21.97% 12.77%
First Peak 2001 2000 2002 2001 2000 1999 -
Fall I Peak to Trough -8.59% --27.50% -11.719 -0.01% 9%5 -34.12% -
First Trough 2003 2003 2003 2002 2001 2004 -
Rise T° Trough to Peak 49.04% 63.63% 64.989 55.32% 127.15% 65.61% -
Second Peak 2007 2006 2006 2006 2006 20Q7 2006
Fall 2 Peak to Trough -34.11% -68.69% -39.20% -38.90% .50 -26.61% -34.48%
Second Trough 2009 2008 2008 2008 2009 2008 2009

*First order autocorrelation refers to the corrielabf the rate of return in the present periochwlite rate of return in the prior period. Thusiah indicator of the degree to which prior

information (just the first lag in this case) expfathe present state of affairs.

tThe IPD UK ALL property index increases monotofliciom 1998-2007, and therefore unlike the otimelices it cannot be said to possess either afgak or trough in the early

2000s.

Table 50: IndexDescriptive Statistics with TLI 2001-2010, all icds are unlevered

Inner London Offices

UK All Property

IPD Inner London Desmoothed IPD Hedonig RepeatsSgle DS REITs FTSE IPD TLI UK
Mean 0.64% 9.70% 3.95% 4.47% 4.50% 4.26% 1.35%
Median 0.75% 9.98% 1.96% 6.83% 1.29% 9.61% 6.14%
Standard Deviation 14.26% 42.13% 21.27Y 18.37% 326.1 16.65% 13.02%
First-order Autocorrelation 0.38 0.37 -0.21 -0.11 .30 -0.25 0.36
Kurtosis 0.77 0.51 0.4¢ 0.57 -0.9¢ 0.31 2.2C
Minimum Annual Return -27.34% -68.69% -35.929 -3 -25.53% -26.61% -27.25%
Maximum Annual Return 20.40% 76.01% 35.88% 28.31% 9.2%% 21.97% 14.23%
First Peak 2001 2000 2002 2001 2000 1999 2002
Fall 1* Peak to Trough -8.59% --27.50% -11.719 -0.01% 9%5 -34.12% -0.72%
First Trough 2003 2003 2003 2002 2001 2002 2003
Rise ™ Trough to Pez 49.04¥% 63.63% 64.98% 55.32% 127.15% 65.61% 41.94%
Second Peak 2007 2006 2006 2006 2006 20Q7 2006
Fall 2" Peak to Trough -34.11% -68.69% -39.20% -38.909 5 -26.61% -34.99%
Second Trough 2009 2008 2008 2008 2009 2008 2009




Table 51: Contemporaneous Cross-Correlation of Returns IPDAUK998-2010

Inner London Office UK All Property
IPD Inner London Desmoothed IPD Hedonig RepeatsSale DS REITs FTSE IPD UK ALL

IPD Inner London 1 0.54 0.64 0.64 0.65 0.47| 0.86
Desmootled IPC 0.54 1 0.5¢ 0.8¢ 052 0.7¢€ 0.64
Hedonic 0.64 0.58 1 0.63 0.58 0.50 0.75
Repeat-Sales 0.64 0.85 0.63 1 0.71 0.61 0.70
DS REITs 0.65 0.48 0.58 0.71 1 0.50 0.86
FTSE 0.47 0.76 0.50 0.61 0.50 1 0.60
IPD UK ALL 0.86 0.64 0.75 0.70 0.86 0.60 1
Average Correlations
Full Sample 0.63 0.64 0.61 0.69 0.64 0.57] 0.74
Inner London Office 0.61 0.66 0.62 0.71 0.62 0.59 .740
UK All Property 0.66 0.63 0.61 0.67 0.68 0.55 0.73
Valuation-Based (+UK ALL) 0.70 0.59 0.61 0.73 0.68 0.61 0.75
Transactio-Based -UK ALL) 0.6C 0.67 0.57 0.6% 0.6¢ 0.5¢ 0.72

Valuation-based (+UK ALL) consists of IPD Inner ldom, Desmoothed IPD, and IPD UK ALL.

Transaction-based (-UK ALL) consists of HedonicpBat-Sales, DS REITs, and FTSE.

Table 52: Contemporaneous Cross Correlation of Returns TDIL22010

Inner London Office UK All Property
IPD Inner London Desmoothed IPD Hedoniq RepeatsSale DS REITs FTSE IPD TLI UK

IPD Inner London 1 0.55 0.70 0.65 0.65 0.61 0.91
Desmoothed IPD 0.55 1 0.66 0.87 0.45 0.83 0.52
Hedonic 0.70 0.66 1 0.80 0.68 0.56 0.80
Repeat-Sales 0.65 0.87 0.80 1 0.68 0.79 0.67
DS REITs 0.65 0.46 0.68 0.68 1 0.55 0.78
FTSE 0.61 0.83 0.56 0.79 0.55 1 0.49
IPD TLI UK 0.91 0.52 0.80 0.67 0.78 0.49 1
Average Correlations
Full Sample 0.68 0.65 0.70 0.74 0.63 0.64 0.70
Inner London Office 0.63 0.69 0.72 0.77 0.62 0.7¢ .730
UK All Property 0.72 0.6C 0.6¢ 0.71 0.67 0.5Z 0.64
Valuation-Based (+TLI) 0.73 0.54 0.72 0.73 0.63 40.6 0.72
Transaction-Based (-TLI) 0.65 0.71 0.68 0.76 0.64 .630 0.69

Valuation-based (+TLI) consists of IPD Inner LondBesmoothed IPD, and IPD TLI UK.

Transaction-based (-TLI) consists of Hedonic, Refsedes, DS REITs, and FTSE
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Discussion

Referring to Table 49, all the indices’ first moneemre uniformly low and positive, but
consistent with prior empirics, the valuation-based! estate indices’ first moments are
somewhat lower than the transaction-based indidé. volatility of the valuation-based
index as defined by its standard deviation appieeabge roughly 50% higher for transaction-
based indices (securities included) compared tio taduation counterpart?’. This greater
volatility was expectetf®. First-order auto-correlation is also markedlyfatiént between
the valuation and transaction-based indices. In ghee valuation-based indices the
autocorrelation is decidedly positive, and with theeption of the DS REITs series, the
autocorrelation in the transaction-based indicesstightly negative or zero. The positive
autocorrelation in the valuation-based indices roayindicative of smoothing problems,
whereas the negative autocorrelation in the traimsabased indices may suggest excessive
‘noise’ in the dat¥’. Consistent with expectations, the lead-lag retethips exhibited in
Table 49 appear to follow a pattern where valuabiased indices either move
contemporaneously or with a one-year lag relatvdransaction-based indices. This is
most clearly evident in the timing of the 2006-0%ak and the 2008-09 trough, although
the securitized series contradict this trend slygh®iven that our indices only indicate
prices annually, the universality of this lead-kEffect may be somewhat subdued relative
to an index with more frequent price reporting. kwstance in a similar analysis using
annual data Gelter, Fisher, and Webb (1994) foumat, tcontrary to expectations,

valuations did not lag transaction-based indices.

159 The standard deviation of the uncorredtageredFTSE All Shares Index between 1998-2010 is 19%. Th
standard assumption made by investment practitsosdhat the levered stock market indices havghiyu
double the volatility of the corresponding “trudatility” valuation-based real estate series in th& (Fisher,
Geltner, and Webb, 1994). For the case of the FAIBEhares Index the comparable index is the IPD AIK
Property index. As we can see from the standardtien in of the IPD UK All Property index in Tab#
(10.96%), this assumption may understate the toletility of commercial UK property.

150 Note that the lower standard deviation presethénlPD TLI UK index compared to the IPD Inner
London series in Table 50 is not necessarily anousasince they comprise different geographical
consituents.

161 Efficient markets imply autocorrelations with pst index values of zero. However, this may be too
strong an assumption here, as various researchasuChse and Shiller (1989); and Lee, Devaneyyanag
(2003) have shown some persistence (positive atriglation) in real estate market returns. Theretbes
observance of negative autocorrelation can be dereil robust evidence for superfluous ‘noise’, wher
positive autocorrelation may simply reflect undentytendencies of the market.
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Comparing the various indices it is interestingntwie that the mechanical desmoothing
technique outlined in equation (46) exhibits leag-felationships in Table 49 that more
closely resemble those of the transaction-base@ssebout the descriptive statistics, in
particular the standard deviation, are clearly geagted. In this respect we may consider
the desmoothed series to be somewhat of an impmEvieam naive valuations, and may in
fact be a reasonable proxy for transaction-basdd sa long as the magnitude of the

desmoothing parameter is not excessive: as it appede in this case.

As was already evident in Figure 35 and Figuretl3& hedonic index is more volatile than
the repeat-sales series and exhibits a greateeel@jmegative autocorrelation. In response
to this finding, Occam’s razor might suggest tha¢se differences are likely due to
inadequate model specification generating spurinase’ in the index. Whereas, since
repeat-sales automatically control for all constardperty characteristics, in the face of
heterogeneous properties, model specification problin repeat-sale indices are relatively
immaterial. However, an alternative interpretatamuld also be that since the samples of
properties used to construct these indices aradeotical, the average rates of return of
these different properties at each time-period alag be divergent. In order to test which
of these two assumptions may be true, we rerunhédonic and repeat-sales models
throwing out all hedonic sales which are not alsothe full repeat-sales sample and
likewise the repeat-sales pairs which do not haveast one sale in the hedonic sample.
The resulting sample of sold properties used fer liedonic and repeat-sales indices is
similar but not strictly identical, as we also iet@bservations in the repeat-sales pair
which have a either a first or a second sale inftilehedonic sample but whose other
paired sale is not. This is done in order to preser reasonably large comparison sample
size. The resulting sample consists of 173 hedantt repeat-sales pairs between 2000-
2010: years prior to 2000 have no observation$im g¢ample. The price indices derived

from this sample are exhibited in Figure 41 below.
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Figure 41: Repeat-sales and Hedonic indices same sample cismpar
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Base year is 2003 with index values = 100.

Immediately we notice that both price series traoksy closely indeed except for years
prior to 2003. However, if we look at the distrilaut of observations in the hedonic model
sample according to year in Table 53 we see tlaethre precious few observations per
year prior to 2004. So if in fact the two series,dor all practical purposes, identical with

their similar samples, it is not surprising that see substantial deviation in these early

years®?

Table 53:Hedonic observations by year

A

2000 | 2001| 2002 2003 2004 2005 20p6 2007 2p08 200010 2 Total
1 0* 5 6 11 21 31 25 14 25 34/ 173
*The 2001 time-dummy can still be estimated eveutfh there are no observations in this year due
to the fractional-time weighting of sales in 2002.

With the new sample the repeat-sales series novwbiexta distinctive hump in the early
2000s which it lacked previously, and which is eaéeristic of most of the other indices

152 The nonparametric Wilcoxon’s Signed Ranks Tesefprality of means (Conover 1980, p. 280) and Run
Tests for consistent positive or negative divergeinca time series (Lindgren 1976, p. 498) alsmato

register significant differences between the hedand repeat-sales indices in Figure 41. But agiagnshort
duration of the sample impinges upon the powetatfstical tests to detect significant differences.
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including the hedonic index. It is interesting thialike the hedonic index, the repeat-sales
series does not appear appreciably more volatitkarearly 2000s even though the sample
size during this period is minimal. As noted eaylibe result that repeat-sales indices are
more robust than hedonic indices with respect tallssample sizes was also found by
Crone and Voith (1992). The repeat-sales index tag&es on the higher 2003-06 rise
apparent in the hedonic index in Figure 35 andh#donic index in Figure 41 now has the
more precipitous 2006 peak of the repeat-saleximdEigure 37. Thus with a more similar
sample it appears that the two indices are noweciiely taking on their distinctive
features in Figure 35 and Figure 37 which previpusade them different.

The repeat-sales index in Figure 41 is actuallyebdasf of almost twice (316) the number
of total observations (including secordd first sales) as the hedonic index alongside it,
and yet the hedonic series performs almost iddhtita when it uses the same sample of
properties. Although the test in Figure 41 is netf@ct due to the fact that the hedonic and
repeat-sales samples are not completely identtbaly (do contain the same sample of
properties however), the available evidence suggdbat the extra volatility observed in the
full sample hedonic index in Figure 35 comparethtrepeat-sales index in Figure 37 is a
result of the different (and larger 529 vs 354) glenof observations, and not a flaw with
the specification of our model, or difficulties ¢ with modelling commercial property

markets with hedonic methods in general.

The finding that the particular sample studiedigmiicant in determining the outcomes of
hedonic and repeat-sales indices was also idehtiyeShimizu, Nishimura, and Watanabe
(2010), who noted that the differences observedidxt the their hedonic and repeat-sales
indices were due to sample selection issues. Adiomed earlier, a major critique of the
repeat-sales index is inefficient use of data. fésilt that repeat-sold properties are not
representative of more numerous hedonic salesscs @nsistent with the conclusion of
chapter 2, that repeat-sold properties differ fittven market as whole in ways that interfere
with the construction of accurate indices. As w&ehalso seen in the present chapter,
sample selection can compromise the representasgeof repeat-sales indices relative to

hedonic indices, and therefore if a working hedaonadel can be constructed it will likely
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be superior to a repeat-sales index. Furthermareause hedonic indices only observe
prices when properties sell, future research mdigate that even hedonic indices may also
be less representative of the market than valuatidices which at least observe proxies

for prices every period.

According to IPD the stated purpose of their Tratiea-Linked valuation index correction
is to better identify the true volatility presentthe market. Table 50 compares the 2001-
2010 transaction-linked series to the other indm@sstructed in this paper. As we can see,
in spite of the transactions-based correction, stemdard deviation of the underlying
valuation index only marginally increases from B24°3 to 13.02%. This level of risk is
markedly below the other transaction-based and detrad indices which have standard
deviations closer to 20%. Of course, this is natega one-for-one comparison because the
TLI index covers all property-types across all the, whereas the other indices mentioned
only cover offices in inner London. But since thdfetence between the standard
deviations of the IPD UK All Property Index and tfD Inner London in Table 49 is only
about 2%, it may be the case that the TLI indexsdu® increase valuation volatilities to
levels commensurate with the actual market. Howewneorder address this question with

greater rigour, further research into the validitghe TLI procedure is needed.

From Table 51 we also see that the performanceabfestate securities appears to be more
similar to that of the other real estate indicemtthe stock market in general. The source of
this difference would primarily appear to be thep@xsive Dot-com boom in the early
2000s evidenced in Figure 39, which has no equahinof the other indices. This result
differs from most studies that compare real estatrurities with private real estate indices
and broad-based stock market indices, such asekial (1990), Webb and Myer (1993),
and Giliberto (1990) who found that REITs are pradwtely integrated with the stock
market compared to private commercial real estete. low correlation of the FTSE All

Shares Index relative to the property-based indisegndicative of divergent market

16312.68% is the standard deviation of the IPD UK Ribperty Index between 2001-2010 which is not
reported in Table 49 or Table 50.
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movements between the two asset types, and haspbedously reflected in the distinct

grouping of these two assets in factor analysdssleyand Lizieri (1999).

Conclusion

This paper compares commercial property valuatd@smoothed valuation, hedonic,
repeat-sale, transaction-linked, and real estatargies indices within the context of the
London office market during the period 1998-2018.tAese indices have been developed
using different data and different methodologid®e tommon themes and patterns we
observe can be considered a relatively robust atdicof the actual price movements
experienced during this period. These price movésname of interest as they coincide with
some of the most dramatic market booms and bugteriexiced in several decades. The
evidence from a comparison of these indices in 48l suggests that the London office
market increased through the late 1990s until 280perhaps 2001, and then proceeded
marginally downward by about 10% until 2003. Frdns tpoint the market experienced a
large sustained boom in prices of around 55% peaikir2006. From here the market fell
markedly in 2007 and then precipitously in 2008abtotal of approximately 40%. In the
following two years the market then quickly recaeby a total of about 30% off its 2008
nadir. The major differences between the sequemncevents outlined by these various
indices and the IPD inner London index are theeramharket corrections in both 2006 and

2008, and the slightly more extreme fluctuatiormiad these years.

Given the dearth of transaction-based comparisbesramercial real estate and problems
with the literature that exist¥, this paper is able to expand and improve upomigus
studies to produce results which are novel to itegature. In agreement with previous
research, this paper finds that, in general, valnaindices suffer from problems of
smoothing: lagging transaction-based indices witlighér autocorrelations and
approximately 33% lower standard deviations. Im&eof original results, this paper finds
that although the magnitude of the desmoothingarpater chosen was in line with

previous empirical estimates, overall it producedthiaed approximation of transaction-

1%9Such as excessively parsimonious and aggregateshivatiodels and comparisons of fractionally time
weighted and non-fractionally time weighted indices
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based indices. Although the unsmoothed series mlosely matched the timing of the
transaction-based indices, many descriptive stjsh particular variance, appeared to be
well out-of-line. Although not currently used indumstry, desmoothed indices whose

parameters have been calibrated by transactiordbadiEes may prove popular in future.

Turning to transaction-based indices, real estate tended to shy away from hedonic
indices in commercial real estate often on the mggsuthat hedonic specification is too

difficult and unreliable. Moreover, many industryofessionals have a vested interest in
valuations and most operators would neither undedshor be able to construct a hedonic
model. This study has demonstrated that hedonictaad commercial real estate markets
can not only be adequately specified, but if doagedonics performs no worse than
repeat-sales indices, and if anything is superige tb the sample sensitivity underlying

both methods and the greater inclusivity of saleseovations made possible by the hedonic
methodology. On that note, transaction-based isdare indeed found to be extremely
sensitive to the sample of properties used, eveenwising sample sizes which would

normally be considered ample. In order to imprdwe tepresentativeness of transaction-
based indices of London offices in future, assunadgquate data, future research may
consider a Heckman'’s correction for unobserved sasglection bias on both hedonic and
repeat-sales indices. However this method mustskd with caution as previous research

has tended to find these corrections to be unstable

Since London may be unique among other marketsanhigh quality disaggregated data
is available on relevant hedonic variables, itnso@en question as to whether this method
can be extended to other localities that may nédeéssa different mix of variables or

where such variables are unavailable or not medswith sufficient accuracy. However,

this paper has introduced a technique for testiegatceptability of hedonic models of real
estate prices by simultaneously producing a repalats index with as similar a sample of
properties to the hedonic index as is possible. fiWweindices are then compared to see
whether the two time-series they produce are idahtin future this method could be used
to test the validity of proposed hedonic modelstimer cities or as a robustness check for

whether the hedonic models employed in other rebeane indeed valid.
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Additional results from the other indices includeting that the 3SLS procedure,
conventionally used to correct for heteroskeddgtia repeat-sales regressions of housing
produces a time-series for commercial offices whechndistinguishable from uncorrected
OLS. Therefore it may be the case that repeatrsglessions of commercial offices do not
exhibit the same problems of heteroskedasticity @na generally encountered in housing.
In addition, this paper introduces an original fiaeal-time weighting procedure for
repeat-sales that allows for simpler calculatiorirahsformation-bias while maintaining a
minimum of temporal aggregation bias. Other notdfhelings include the fact that,
contrary to previous research, real estate seesiriti the UK follow the movements of
London office property more closely than the stotkrket as a whole, and that the annual

transaction-linked index is extremely similar ® underlying uncorrected valuation index.

Given the material variation in the price indicesquced above and their relative strengths
and weaknesses, it is clear that researchers amdtars should not rely on any single
index methodology to provide them with the corngicture of market movements. Rather,
by comparing and contrasting several indices incednwhile recognising the specific
strengths and weaknesses of each, the most accumaression of historical price
movements can be obtained. Although it is doubtlpesferable to arrive at these
conclusions with statistical rigour, in the world commercial real estate were data is
scarce, for the time being informal tests remainmportant check upon the validity of

return series.
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Appendix A: IPD UK ALL Annual

Figure 42:1PD UK All
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Base year is 2003 with index values =100.

As a comparison for the TLI index, the IPD UK Adirges contains valuation data on all the
UK geographies and property types covered by IRi2s€& sectors comprise office,

industrial, retail, residential, hotel, and headttecproperties.
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Appendix B: FTW level-based index time-weights

Table 54: Hedonic regression fractional time-weightings

Month of Sale
Sale Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
(Previous year weight
(Current year weight | (11.5/12)| (10.5/12) | (9.5/12) | (8.5/12) (7.5/12) (6.5/12) | (5.5/12) | (4.5/12)| (3.5/12) | (2.5/12) | (1.5/12) | (0.5/12)
(0512 | (1.5/12 (25/12 | (35/12 | (45/12 (5512 | (6.5/12 | (7.5/12 | (8.5/12 | (9.5/12 | (10.5/12 | (11.5/12
Table 55: Repeat-sales regression fractional time-weightings
Month of Sale
Sale Order Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
First Sale
(Previous year weight) -(11.5/12)| -(10.5/12) | -(9.5/12) -(8.5/12) | -(7.5/12) | -(6.5/12) | -(5.5/12) | -(4.5/12) | -(3.5/12) | -(2.5/12) | -(1.5/12) | -(0.5/12)
(Current year weight| -(0-5/12) | ~(1.5/12) | ~(2.5/12) | -(3.5/12) | ~(4.5/12) | -(5.5/12) | (6.5/12) | -(7.5/12) | -(8.5/12) | -(9.5/12) | -(10.5/12)| ~(11.5/12)
Second Sale
(Previous year weight) (11.5/12) | (10.5/12) | (9.5/12) | (8.5/12) | (7.5/12) | (6.5/12) | (5.5/12) | (4.5/12) | (35/12) | (25/12) | (1.5/12) | (0.5/12)
(Current year weight (0.5/12) (1.5/12) (2.5/12) (3.5/12) (4.5/12) (5.5/12) | (6.5/12) | (7.5/12) | (8.5/12) | (9.5/12) | (10.5/12) | (11.5/12)
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Thesis Conclusion

This thesis has developed three chapters whichnéxtaur understanding of asset
performance within the London office market. Thagalyses collectively investigated the
determinants of capital returns and issues whitdctatheir accurate measurement. It was
found that rent seeking through eminent buildingigie, changes in local employment
density, and the planning restrictiveness of laaghority areas are important drivers for
realised capital returns in the London office méarkend that these effects can have
important ramifications for price index constructidt was also shown that commercial
real estate price indices in London are sensitbvéhe particular method used for their
assembly, with marked differences not only betweeafuation and transaction-based
indices, but also within them.

The first chapter began by examining whether stahigects are able to convince city
planners to allow bigger projects within the tightégulated London property market, and
therefore to earn economic rents relative to deueknts which are not so favoured.
Although any decision criterion used to define r'sgachitects is naturally subjective, peer
recognition is perhaps the least contentious. Taexgeit was decided that architects which
had won awards from at least one of the three prestigious architectural bodies were to
be considered famous for the purposes of this p&peatside of conservation areas it was
found that planners allow famous architects todoih average 20 stories taller than their
less celebrated peers. Using cost data from Garéiffigneobald it was estimated that these
additional floors allowed developers to increadaltcevenues and profits on a given land
plot by roughly 100%. This figure is inherently sewhat inflated however because these
returns do not account for the additional expensd ancertainty associated with
attempting to flex the planning system. Althoughuger (1974) famously demonstrated
that competitive rent-seeking in a regulated econewacts dead-weights losses over and
above those caused purely by the regulations tHeessan the case of architecture this
competitive process may yet yield some ancillargdbiés in the form of improved public
aesthetics. If this is the case, then London’silflgxenforced development restrictions may

be responsible for much of its critically acclainmaddern architecture.
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In contrast to previous research, this paper asad that modern famous architects exert
no net effect upon the sale price of their spaggpakently, it is only the fact that famous

architects are allowed to build tall which makesitiservices at all valuable to developers
in London. This finding can be explained by consigthe extra maintenance costs which
may be involved in the upkeep of such buildingsl e fact that planning authorities may
eye these properties with designs for historic glegtion in future, thus reducing the

present value of future redevelopment options. Meee it was found that buildings built

by pre-modern famous architects (built previoud®@5 in our sample) sold for a marked
discount. If famous architects cannot in fact iaseethe per area-unit sale price of office
buildings in the current regulatory environmengrththis implies that the divide between
the sale price of buildings with good architectared the total subjective benefits such
buildings provide to the public may be large. Tvédue gap may lead to a situation where
good architecture is underprovided by way of pevatcentives. If this is the case, then in
order to generate efficient levels of good architexthreats of historic designation for new
buildings would either have to be lessened or puhlbsidies to good design would have to
be provided. The current concession to developés lnire famous architects to build tall

appears to be one such subsidy which can overcbiseptice-gap and deliver more

efficient quantities of good architecture to thig.ci

Given the degree to which land markets in Londanragulated it is not surprising that
there are economic rents to be earned from obtasprecial exemptions to them. What is
of greater concern however is the magnitude ofethesits, as this is indicative of the
degree to which these planning regulations causkanalistortions. Although not the
primary aim of this paper, the data corroboratesdbntroversial conclusion of Cheshire
and Hilber (2008) that the regulatory restrictivenef the London office market may exert
significant economic costs, though the estimategymtades of these effects were not
found to be as large as in their pdfemevertheless the size of the regulatory distogtio
estimated here are still substantial and causedocern. Of course, as in previous studies

185 This discrepancy is likely due to methodologiaahiticts between the two papers rather than materia
differences in measured regulatory tax levels.
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these gross costs are presented without a companfsthe estimated benefits potentially

also delivered by these regulations.

Regulatory restrictions on building development abhiarbitrarily limit employment
density may also have important consequences @ptbductivity of the economy as a
whole. Employment density has long been regardedfuasamental for increasing
opportunities to conceive and exchange the ideashwdrive economic growth. Therefore
regulations which affect the land market may hawvectl consequences for other areas of
the economy and economic welfare generally. Fos tl@ason it is imperative that
researchers extend this investigation in futurageertain the full complement of costs and
benefits of the current land-use planning systemdl, @se this information to inform the
public and politicians of the economically efficiecourse of action. Until such time as
these questions are answered, our current knowleidipe substantial costs of the planning
system would logically preclude any further enttement or expansion of existing

regulations.

Like Cheshire and Hilber (2008), the first chatso found that the estimated regulatory
taxes varied considerably across London submairtke¢sto differences in the price of
office space. As was shown in the second papes,ittkia-city price variation seems to be
at least partially due to differences in the resireness of development control across local
administrative boundaries, which roughly corresptmdhe recognised extent of London
submarkets. Furthermore, this very same submarkiee prariability has significant
implications for the accuracy of repeat-sales priwhices in practice, because the sale-
multiples required for these indices are unrepriadie of the market as a whole. While
the primary advantage of repeat-sales indicesas ttieir construction requires no more
information than; sale prices, sale dates, andlea#ions, the assumptions that allow this
procedure to produce a viable price index may lmated in practice with important
repercussions. In particular, it was found thaeeggsales of office properties in London are
over-weighted by their specific temporal and lomadl attributes relative to the office stock
as a whole. The factors contributing to this bissrevfound to be employment density

changes and the restrictiveness of office supplthencorresponding local authority area.
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These biases arise because of the effect of emplalydensity and supply restrictions on
prices and the fact that repeat-sales occur disptiopately in areas where these attributes
differ compared to the office stock as a whole. Ttwrelation between planning
restrictiveness by submarket and the realized nstwf office properties within that
submarket, if causal, has important implications.akgued by Cheshire (2005), to a large
extent the current level of office prices in theitdd Kingdom is a product of the system of

planning controls currently in force which effely restrict supply.

Although other factors not examined here may beukaneously causing bias in the
repeat-sales index, when employment density chaagedsplanning restrictiveness are
controlled for, a Heckman’s correction for unobselrgample heterogeneity loses its ability
to explain index levels. These findings are coesistvith the conjecture that employment
density changes and development restrictivenesgharé&ey external drivers of sample
heterogeneity and bias. A further methodologicaltgbution to this paper is that it may be
enough to run a standard Heckman’s correction wheapresentative sample selection is
only occurring in the second-sallthough selection bias in employment density cleang
and planning restrictiveness were found to be siedilly significant, the resulting price
indices derived from them were not statisticallffedent from the naive repeat-sales index.
Given their limited statistical power, even thoutitese indices were not found to be
statistically different, the absolute differencestvieen them may still be practically
important. Where these indices are used as perfareneenchmarks or in order to assess
the cross-correlation of returns with respect theotassets for diversification purposes,
accurate indices are essential to informed decisiaking. If in future market actors
attempt to produce a commercially viable repeatssaidex for the London office market,
these findings may prove useful in informing mangatticipants of its inherent limitations

and in identifying fruitful directions that it mae improved.

The third paper expands upon the analysis of regmas in the second by comparing seven
different price index methodologies within the eotitof the London office market during
the period 1998-2010. Given the dearth of traneadbased comparisons of commercial

real estate and problems with the examples thaixdsi, this paper is able to expand and
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improve upon these previous investigations. In etawith previous research this paper
finds that, in general, valuation indices suffeonfr problems of smoothing: lagging

transaction-based indices with higher autocormtatiand lower standard deviations. This
paper also finds that the desmoothing techniqué&eltner (1993b) produces lead-lag
relationships that are a surprisingly close anatotyutransaction-based series but which

appear to exaggerate actual price movements.

Real estate markets have been reluctant to adaonieindices in commercial property
often on the grounds that hedonic specificatiaiwasdifficult and unreliable. However, this
study has demonstrated that hedonic models of coomheeal estate markets can not only
be adequately specified, but if done so hedonicfoes no worse than repeat-sales
indices, and if anything is superior due to the gansensitivity underlying both methods
and the greater inclusivity of sales observatidierved by the hedonic methodology. On
that note, both hedonic and repeat-sales indicegndeed found to be extremely sensitive
to the sample of properties used, even when usingple sizes which would normally be
considered sufficient. Although other markets may tnore difficult to model with
hedonics, this paper has introduced a techniqueefsting the acceptability of hedonic
models of real estate prices by simultaneously @img them with a repeat-sales index
produced with a similar sample of properties. & tlwo indices so constructed are not
essentially identical, one can justifiably inferaththe hedonic model suffers from
misspecification, and that any differences betwerfull sample results of these indices is
due to sample selection bias.

Additional results from this paper include notitngtt the 3SLS procedure, conventionally
used to correct for heteroskedasticity in repelssaegressions of housing produces a
time-series for commercial offices which is indigilishable from uncorrected OLS.
Therefore it may be the case that repeat-salesaadif commercial offices do not exhibit
the same degree of heteroskedasticity that is gype@ncountered in housing. In addition,
this paper introduces an original fractional-timeighting procedure for repeat-sales that
allows for simpler calculation of transformatiorabi while maintaining a minimum of

temporal aggregation bias. Other notable findimgtude the fact that, contrary to previous
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research, real estate securities in the UK follbes tnovements of London office property
more closely than the stock market as a whole tlaaidthe annual transaction-linked index
is extremely similar to its underlying uncorrectedluation index. Given the material
variation in the price-paths of the indices ideadtf in this chapter, it is clear that
researchers and investors should not rely on arglesindex methodology to provide them
with a complete picture of market movements. Rallyetomparing and contrasting several
indices in concert the most accurate impressiomistorical market movements can be

obtained.

The London office market is a fertile environment studying empirical and practical
issues of urban economics. Not only is it one @& torld’'s most important property
markets, but its rich history and array of markeeiventions suffuse research initiatives
with intrigue and import. Until recently data liraitons in this relatively private and closed
market had precluded many such analyses. Howeaeks$hto a unique dataset assembled
from several leading property firms and primary rees, this thesis was able to
successfully address issues centred around asdetnpa@nce within the London office
market across three papers. Although by no meangpm@hensive, this foray into the
London office market has at least shown potentsiafriuitful new discovery and it is hoped

that subsequent research can benefit from and dxgaon these preliminary findings.
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