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SUMMARY OF PAPER

1. Introduction: Context and Objective of Research

The current piece of research is an attempt to isolate spatial from a-spatial components of housing attributes, using kriging techniques. The hedonic approach, on which is based this investigation, is applied to the residential market of the Quebec City region for two points in time. As put by several authors, property values are a reflection of complex overlapping effects which combine externalities and location factors (Krantz et al. 1982; Hickman et al. 1984; Shefer 1986; Yinger et al. 1987; Strange 1992; Can 1993; Dubin 1998; Hoch and Waddell 1993; Des Rosiers et al. 1996). While hedonic models have long proved their usefulness as an analytical device, previous research has shown that substantial portion of price variability remains unexplained (Anselin and Can 1986; Dubin and Sung 1987; Can 1993; Dubin 1998). The great deal of neighbourhood factors needed to adequately account for submarket specifics (Adair, Berry and McGreal 1996 & 1998) raises methodological issues linked to the presence of excessive multicollinearity between model attributes, as well as to structural heteroskedasticity and spatial autocorrelation among residuals; all of these are detrimental to the stability of regression coefficients (Dubin 1988; Anselin and Rey 1991; Can and Megbolugbe 1997; Basu and Thibodeau 1998; Pace, Barry and Sirmans 1998; Des Rosiers and Thériault 1999).

Among the issues that need be addressed, spatial dependence - a current feature of property markets - deserves substantial research efforts. Indeed, several situations involve the presence of spatial autocorrelation, thereby violating the basic assumptions underlying hedonic models. For instance, while liveable area will partly mirror size features that are exclusive to a given piece of property, it also reflects neighbourhood characteristics which are common to all houses in the same market segment. Consequently, implicit prices of housing attributes may prove to be both biased and unstable (Can 1990 & 1993, Dubin 1998). In this paper, kriging techniques are used to address the problem. Once spatial dependence has been identified for each housing descriptor, relevant variables are then split into their spatial and a-spatial components; this results in two sets of unbiased coefficients being calibrated. Model residuals are also processed
via kriging. In so doing, space-related influences on prices can be isolated for each attribute and their consistency assessed over space and time as well.

Resorting to kriging requires an extensive use of Geographic Information Systems (GIS) and, in particular, of spatial statistics methods (Anselin and Getis 1992; Griffith 1993a; Zhang and Griffith 1993; Thériault and Des Rosiers 1995; Levine 1996) such as variography and spatial interpolation techniques (Dubin 1992; Panatier 1996).

2. Previous Research Findings: Controlling for Collinearity

Previous research papers have addressed both the multicollinearity and spatial autocorrelation issues. Following other examples in the recent hedonic literature (Bourassa et al. 1999), Des Rosiers, Thériault and Villeneuve (2000a) resort to factor analysis (Thurstone 1947; Rummel 1970; Can 1992) in order to generate independent complex variables used as substitutes for initial attributes, thereby reducing collinearity to a minimum. The study is based on a sample of some 2,400 town cottages sold in the Quebec region from January 1993 to January 1997. Accessibility is computed at the level of individual properties (Nijkamp, Van Wissen and Rima 1993) and based on travel times, using some 19,250 street intersections (Thériault, Des Rosiers and Vandersmissen 1999). Census data used to define neighbourhood attributes are aggregated at the level of 604 enumeration areas.

Using the principal component method (PCA) with a Varimax rotation, some 49 initial variables are thus being reduced to only six significant factors - four neighbourhood and two access principal components - which are in turn integrated in the hedonic equation as complex independent variables. Findings clearly suggest that factor analysis is highly efficient at sorting out access and neighbourhood dimensions. In particular, the educational profile of local residents as well as access to regional and local services emerge as powerful price determinants.

As an extension to the above study, Des Rosiers, Thériault and Villeneuve (2000b) look at house price determinants from a dynamic perspective by investigating the influence of socio-demographic, as well as socio-economic, changes over the 1986-1996 period upon property values in the Quebec Urban Community (QUC - roughly 675,000 in population). The general data base includes some 14,400 single-family properties transacted between
January 1993 and January 1997. Two market segments are analyzed, namely town cottages (1,708 sales) and condominium units (940 sales), with sales in the $100,000 - $250,000 price range.

Here, enumeration areas are recomputed using spatial smoothing techniques in order to produce some 416 homogeneous delimitations that allow for comparison over time. Calculation of standardized, or time de-trended, socio-demographic changes between censuses (1986-91; 1991-96; 1986-96) are then performed using linear regression adjustments, while a series of five PCAs are computed on socio-demographic attributes: while state components are derived from each census (1986, 1991 and 1996), change components are computed on the 1986-91 and 1991-96 periods. A sixth PCA is also performed on access variables (1988 road network, extended to the whole Quebec Metropolitan Area). Finally, significant principal components are substituted for individual variables in the hedonic equations.

Findings indicate that both socio-demographic structures (state variables) and their evolution (change variables) over time do affect house prices significantly, with most principal components retained in the analysis displaying strong $t$ values. As expected then, neighbourhood profiles as well as changes are part of the price setting process and should not be overlooked in hedonic modelling.

3. Dealing With Spatial Autocorrelation Using Kriging

Spatial autocorrelation, or dependence, refers to the relationships between neighbouring values in space. It measures the degree of resemblance (positive) or dissimilarity (negative) between places or individuals as a function of the distance which separates them. In real estate, it stems from the influence that geographical structures exert upon urban rent through differentials in access to services, socio-demographic structures and environmental quality. It also mirrors the space-related similarities among building attributes within homogeneous neighbourhoods. There are a number of statistical indexes for measuring the degree of spatial autocorrelation (Anselin 1995; Cressie 1993; Getis and Ord 1992; Griffith 1993a; Odland 1988; Ord and Getis 1995; Ripley 1981). The one most commonly used - also considered the most robust from a mathematical standpoint - was developed by the statistician Moran (1948 and 1950) after whom it was named (Moran’s $I$).
The Moran’s I expresses the intensity of the relationship between any value located at a specific place (census tract or property) and the similar for its neighbours. The roll it plays with respect to the analysis of spatial structures is similar to that of the correlation coefficient in conventional statistics. While there is no bounds for the index, in practice, its values range between +1 and -1. A positive value expresses an association by resemblance between neighbours; a negative value corresponds to a dissimilarity; and a zero value indicates the absence of any defined spatial structure. The Moran’s I thus provides a parametric test for assessing whether, and to what degree, observed spatial structures are random. Since multiple regression analysis requires that observations be independent from one another in order for hypothesis testing to be reliable (Anselin and Rey 1991; Griffith 1993b), testing for the presence of spatial autocorrelation is a prerequisite for good hedonic modelling.

First developed by Krige (1951) to model geological structures, kriging is now considered as one of the most powerful spatial interpolation method (Panatier 1996). It is based on an analysis of the spatial variance of space-distributed values. The latter are used to build experimental variograms whereby the variation in the observed means differentials between values – in this case, property sale prices – is expressed in terms of the distance which separates them in space (Cressie 1993). Variograms are then applied theoretical functions so as to obtain the best adjustment for value variations resulting from proximity, which is accounted for in the spatial interpolation of the phenomenon.

Kriging is to the study of spatial distributions what regression analysis is to conventional statistics. While independently developed, spatial autocorrelation and kriging techniques rest upon similar spatial variance and covariance concepts (Griffith and Csillag 1993). Kriging makes it possible to model proximity relationships between the values of socio-demographic and economic attributes of adjoining neighbourhood units in order to compute space de-trended residuals which are representative of a local variation, and therefore independent from the regional trend. In so doing, kriging can contribute to properly identify areas with socio-demographic and economic profiles that differ from those of adjacent areas while bringing out flaws in the urban fabric. Among other things, it should help understand the detrimental effect of an inadequate division of space for census purposes (Wong and Amrhein 1996). Finally, kriging adjusts continuous functions to
principal components, thereby smoothing expressions of spatial structures for individual properties included in hedonic models.

In a recent paper, Des Rosiers et al. (2001) resort to kriging in order to measure the effect of micro-level, neighbourhood profiles on house values and market differentiation in the presence of spatial autocorrelation. While principal component analysis (PCA) derived from former research serves as a sorting device to identify space-structuring factors, kriging is used to deal with spatial dependence among model residuals. A global sample of 2,405 town cottages sold in the QUC from January 1993 to January 1997 is used for the modelling process. Two randomly chosen, equal-size sub-samples are also defined for cross-validation purposes. Isotropic exponential and spherical variogram functions are calibrated for interpolation of model residuals.

Once reinserted in the hedonic equations as independent vectors, kriged variables are shown to substantially improve both explanatory and predictive performances. Thus, the global model adjusted R-Square is raised to 95.8% from 88.8% previously while the standard prediction error drops from 11.3% to 6.9% of mean sale price. In spite of methodological limitations to the method which translate into lower performances for cross-validated sub-samples, findings suggest that most spatially structured variations are being captured by the adjusted model, leaving the remaining spatial autocorrelation statistically non-significant while regression coefficients are unbiased. Kriging therefore emerges as a promising device to complement the traditional modelling approach. However, it could lead to further improvement if performed individually on every housing attribute so as to sort out in each case the spatial and a-spatial components of price variations. This is precisely the object of the current piece of research.

4. Spatial vs. A-spatial Components of House Price Variations

As mentioned earlier, space-related housing attributes will cause spatial dependence to alter the reliability of hedonic prices. While applying kriging on model residuals allows for an overall adjustment to be made on house values, it does not help isolate the spatial from the a-spatial components of implicit prices. These may differ substantially among housing attributes and will vary according to neighbourhoods as well as over time. The object of this research is to identify such components and to measure their consistence
over both space and time. In order to achieve that, kriging is performed on the QUC bungalow (single-family, one story, detached houses) segment of the residential market. Two points in time are considered for comparative purposes, namely the 1990-91 and the 1993-97 periods. For each sample, a sub-sample is defined at random for cross-validation purposes. Over twenty descriptors are used in the initial modelling stages. Considering that kriging is applied to each vector as well as to the ensuing residuals, the final model will include twice that number of parameters, although several of them may eventually prove statistically non significant.

Based on recent research findings, it is expected that such a modelling approach will bring useful insights into the house price determination process by sorting out micro-level, space-related specifics operating at the neighbourhood level and truly individual housing characteristics which part from local averages. While explicitly accounting for spatial autocorrelation, variable-designed kriging is also expected to improve the robustness of derived hedonic coefficients.
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